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Cooperative Institute for Climate Science 
Princeton University 

 
Annual Progress Report under cooperative agreement NA08OAR4320752 

 
For the period April 1, 2009 – March 31, 2010 

 
Introduction 
 
The Cooperative Institute for Climate Science (CICS) was established in 2003 to foster research 
collaboration between Princeton University and the Geophysical Fluid Dynamics Laboratory 
(GFDL) of the National Oceanographic and Atmospheric Administration (NOAA). 
 
The mission of CICS is to focus the core scientific competencies of Princeton University into 
answering key questions related to the sciences of climate change and Earth System Modeling, and 
so provide an effective bridge between the two institutions.  
 
The overall vision of CICS is to: 

 
be the world leader in understanding and predicting climate and the environment, integrating 
physical, chemical, biological, technological, economic and social dimensions, and in educating 
the next generations to deal with the increasing complexity and importance of these issues. 

 
CICS is thus built upon the strengths of two outstanding institutions and the ties between them: 
Princeton University in biogeochemistry, physical oceanography, paleoclimate, computer science, 
hydrology, climate change mitigation technology, economics and policy, and GFDL in numerical 
modeling of the atmosphere, oceans, weather and climate.  CICS now proposes research that, when 
combined with the ongoing activities at GFDL, is intended to produce the best and most 
comprehensive models of the Earth System, and therefore enable NOAA to deliver a new generation 
of products to decision makers. 
 
To summarize, the main goals of this cooperative institute are as follows: 
 
1.  To aid in the development of GFDL’s Earth system model by providing expertise in its 
constituent components, particularly in ocean modeling and parameterizations, in ocean 
biogeochemical cycling and ecology, in land modeling and hydrology, in understanding the 
interactions within and among the various components of the Earth system, and in the computational 
infrastructure that binds all the components together in a model. 

 
2.  To use the Earth system model and its component parts, to address problems in climate change 
and variability on decadal and longer timescales. This includes using the model and observational 
data to assess the state of the Earth system, and to provide projections of the future state of the 
system. 
 
3.  To educate and train future generations of scientists for NOAA and the nation as a whole, by 
providing access to a graduate degree program and a postdoctoral and visiting scientist program that 
provide academic training and a hands-on opportunity to work with NOAA scientists at a NOAA 
facility. 
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Research Themes Overview 
 
CICS has three research themes all focused around the development and application of earth 
systems models for understanding and predicting climate. 
 
Earth System Modeling: Development and Analysis 
 
Climate modeling at Princeton University and GFDL is continually producing new models, including 
atmospheric, oceanic and land models, coupled models, chemistry-radiative forcing models, cloud 
resolving models with new microphysics, and a non-hydrostatic limited area model. These models 
may, in principle, be appropriately combined to give what might be called an Earth System Model, or 
ESM. Such models, by definition, seek to simulate all aspects — physical, chemical and biological-of 
the Earth system in and above the land surface and in the ocean. Thus, an Earth System Model 
consists of, at least: 
 

1. An atmospheric general circulation model, including a dynamical core for the fundamental 
fluid dynamics and water vapor, a radiation scheme, a scheme for predicting cloud amounts, 
a scheme for aerosols, and various parameterization schemes for boundary layer transport, 
convection and so forth. 

 
2. An oceanic general circulation model, including a dynamical core, various 
parameterization schemes for boundary layers, convection, tracer transport, and so on. 

 
3. An ice dynamics model, for the modeling and prediction of sea ice. 

 
4. An atmospheric chemistry module, for predicting chemically active constituents such as 
ozone. 

 
5. A land model, for land hydrology and surface type, and a land ice model. 

 
6. Biogeochemistry modules for both land and ocean. These may be used, for example, to 
model the carbon cycle through the system. 

 
7. A computational infra-structure to enable all these modules to communicate and work 
together efficiently. 

 
The goal of Earth System Modeling development at CICS and GFDL is, then, to construct and 
appropriately integrate and combine the above physical and biogeochemical modules into a single, 
unified model. Such a model will then be used for decadal to centennial, and possibly longer, studies 
of climate change and variability (as described primarily in the ‘applications’ section). At present, 
such a model does not exist in final form, and improvements are needed in two general areas: 
 

1. Improvement on the physical side of the models, in the ocean, atmospheric, sea ice and 
land components. 

 
2. Further incorporation of biological and chemical effects into the model, and ecosystem 
modeling. 
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Both of these are continual processes, that can never be said to be complete, although at various 
stages the development of a component, or a complete model, may be ‘frozen’ to allow numerical 
experiments to take place in a stable environment. 
 
Developing and testing such ESM is an enormous task, which demands a significant fraction of the 
resources of CICS and GFDL. Further, at any given time, model development depends on existing 
knowledge of how systems behave, but for that development to continue our body of knowledge and 
understanding must also increase correspondingly, and without that, model development would 
stagnate. That is to say, one might regard ESM development as both a scientific and engineering 
enterprise, and proper attention and respect must be paid to both aspects. The contributions and goals 
of CICS might be divided into the following two general areas: 
 

1. Development of modules (or components) for the Earth System Model (for example, the 
land model, parts of the ocean model), in collaboration with GFDL scientists. These aspects 
are described in more detail in the sections below. Note that not all of the modules above 
involve CICS scientists; rather, CICS complements rather than duplicates GFDL efforts. For 
example, the dynamical core of the atmospheric model, the ice model, and many of the 
physical parameterizations of the atmospheric model, have been and will continue to be 
developed at GFDL itself. This document focuses on those components to which CICS is 
directly contributing. 

 
2. Seeking improved understanding of the behavior of components of the Earth system, and 
the interaction of different components, thereby aiding in the long-term development of 
ESMs. These aspects involve comparisons with observations, use in idealized and realistic 
situations, and development of new parameterizations and modules, as described in more 
detail in the sections below. The development of ESMs is a research exercise, and is crucially 
dependent on continually obtaining a better understanding of the ocean-atmosphere-ice-land 
system. We begin with the computational framework, into which the other components fit. 
We then discuss the development of some of the various components, and then return to the 
problem of understanding and modeling the system as a whole. 

 
Data Assimilation 
 
Data assimilation, also known as state estimation, may be defined as the process of combining a 
model with observational data to provide an estimate of the state of the system which is better than 
could be obtained using just the data or the model alone. Such products are necessarily not wholly 
accurate representations of the system; however, especially in data-sparse regions of the globe and 
for poorly measured fields, the resulting combined product is likely to be a much more accurate 
representation of the system than could be achieved using only the raw data alone. (Of course, this in 
turn means the products contain biases introduced by whatever model is used.) 
The process of combining data and model has grown increasingly sophisticated over the years, 
beginning with optimal-interpolation and three-dimensional variational data assimilation (3D-Var). 
Currently, most centers use 4D-Var (with time as an additional variable) and ensemble Kalman filter 
methods. All these methods are essentially least-squares methods or variations of least-squares 
methods, with the final estimate being chosen to minimize the appropriately chosen ‘distance’ 
between the final estimate, the data and a model prior. The difference between the various methods 
lies in the choice of the metric used to measure distance and the corresponding weight given to the 
observations and the prior estimate, and in the choice of which fields or parameters are allowed to be 
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adjusted in order to produce the final estimate. Modern methods generally allow the error fields to 
evolve in some fashion, so allowing a dynamic estimation of the error covariances and a better 
estimate of the appropriate weights. The literature is extensive; see Kalnay (2003) and Wunsch 
(2006) for reviews. 
 
There is a long history of data assimilation in meteorology, largely associated with weather forecasts: 
data from satellites, radio-sondes and other sources are combined with a model estimate from a 
previous forecast, to provide the initial state for a subsequent forecast. Re-analysis products are now 
available that combine model and data over the last fifty or so years into a single, consistent product. 
The application of data assimilation methodology in oceanography is more recent, reflecting in part 
the relative sparsity of data in the ocean and so the likely large errors inherent in any such analysis. 
However, with the advent of near-routine observations from satellites (e.g., altimeters) and profiler 
drifters (e.g., the Argo float system), a much higher density of observations is possible and ocean 
data assimilation has become a practical proposition. This is important because it is the initial state of 
the ocean, and not the atmosphere, that will largely determine the evolution of the ocean and the 
climate on the decadal and longer timescales, and so determining the natural variability of the 
climate. Still more recently, inverse modeling, an optimization technique closely related to data 
assimilation, has been applied to oceanic and terrestrial biogeochemical fields – for example, CO2, 
CH4, and CO – in an attempt to constrain the carbon budget. Here, the field is still in its infancy, and 
the term ‘data assimilation’ might imply capabilities that do not yet exist, but that one may hope will 
exist at the end of the proposal period. 
 
In the next few sections we describe the various activities that CICS is involved in, and proposes to 
be involved in, including data assimilation and inverse modeling. Many of these activities will be 
conducted in collaboration with GFDL scientists, and in particular activities involving the ocean state 
estimation and ocean initialization for decadal to centennial predictions (the next subsection) will be 
carried out largely with postdoctoral research fellows working closely and in collaboration with 28 
GFDL scientists. Analogous to the development of ESMs, data assimilation in ESMs has many 
components, and we propose to focus on a subset of these, as follows. 
 

• Ocean data assimilation in climate models. By estimating the ocean state using all available data 
(including ARGO, altimetry, and hydrographic sections), the detection and prediction of climate 
change and variability on decadal timescales is enabled. 
 

• High resolution ocean data assimilation, both to gain experience in this activity for the next 
generation of ocean climate models and for present-day regional models. 
 

• Ocean tracer inversions for determining water mass properties, pathways, and sources and sinks of 
biogeochemical tracers, and to evaluate the ocean component of the Earth system model. 
• Analyzing satellite observations of ocean color to elucidate ocean ecosystem processes. 
 

• Atmospheric inversions for estimating high-quality, time-dependent flux maps of CO2, CH4, and 
CO to the atmosphere from tracer observations in the atmosphere and oceans, to evaluate the sources 
of these tracers and elucidate source dynamics. 
 

• Use of terrestrial ecosystem carbon dynamics to evaluate carbon fluxes and help evaluate ESM 
parameter variability. 
 
The overall goal of this activity is to collaborate with GFDL to create a capability whereby data can 
be combined with an Earth system model to provide a better assessment of the state of the current 
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Earth system, and that can be used to provide forecasts of the future state of the system. More details 
on these activities are given in the sections following. 
 
Earth System Modeling: Applications 
 
The development and the use, or the applications, of an Earth System model must proceed hand-in-
hand, and in this section we focus on how the ESM will be used to address problems of enormous 
societal import. The problems we propose to focus on involve decadal and centennial timescales, the 
interaction of natural and anthropogenically-forced variability, and the changes and impacts on the 
environment that affect society. The overall goal of this activity is to use the Earth system model, in 
whole or in part, to investigate problems associated with climate change and its impacts on 
timescales of a decade or longer. 
The applications may be conveniently, if not fundamentally, divided into three general areas: 
 

1. Applications involving one or two individual components of, the ESM — for example, 
integrations of the ocean general circulation model to better understand the large-scale 
circulation, and how it might respond to global climate change, or integrations involving the 
ocean circulation and the biogeochemical tracers within it. 

 
2. Applications involving the physical components of climate system; coupled ocean-
atmosphere- land-ice models. These are the traditional ‘climate models’, and will remain of 
singular importance over the lifetime of this proposal. 

 
3. Applications involving the ESM as a whole. Typically, these involve the biological and 
biogeochemical components of the model, for these depend also on the physical aspects of 
the model and therefore require many model components. 

 
In all of the above areas both idealized and realistic model integrations will be performed: the former 
to better understand the behavior of the models and the interactions between their components, and 
the latter to give the best quantitative estimates of the present and future behavior of the Earth 
system. As with the other themes, CICS seeks to complement GFDL activities by providing expertise 
in distinct areas, typically those that are concerned with the dynamics of subsystem (e.g., the ocean 
circulation and its biogeochemistry, the land) where CICS has particular expertise, or that are 
concerned with understanding the interactions between systems. Applications involving integrations 
of the comprehensive, state-of-the are ESM that are aimed at providing quantitative measures of the 
present and future state of the Earth system, for example for future IPCC assessments, will only be 
carried out as part of a close collaboration with GFDL. 
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Education/Outreach 
 
Summer Institute in Weather and Climate 
 
This year, CICS continued its collaboration with a Princeton University professional development 
institute for New Jersey teachers. This well-established summer program, QUEST, is led by 
Princeton University’s Teacher Preparation Program.  A one-week Weather and Climate unit for 
teachers of students in third through eighth grades, held this summer, offered a wide range of 
inquiry-based experiences through which the teachers could explore the fundamentals of the Earth’s 
climate and the interaction of land, ocean, and atmosphere.  In addition to exploring the greenhouse 
effect and human impacts on climate and global warming, participating teachers learned strategies to 
evaluate current alternative energy technologies including solar energy conversion, fuel cells, and 
wind energy.  Additionally, the potential of wind and solar energy were considered in respect to the 
current public and policy environment. The unit was developed and taught by Dr. Steven Carson, 
formerly a scientist and Outreach Coordinator at GFDL, and currently a middle school science 
teacher in Princeton.  Thirteen teachers participated in the Weather and Climate unit, representing 
nine different school districts.  Teachers serving underrepresented students in urban districts 
comprised over 50% of the participating districts. 
 
Fundamental Problems in Climate Science Spring School 
 
In conjunction with the Princeton Center for Theoretical Science (PCTS), a spring school on 
‘Fundamental Problems in Climate Science’ was held on Princeton University’s main campus in May 
2009, for a ten day period. The school brought together about half a dozen invited distinguished 
speakers and about 40 students and postdocs from other universities, in addition to local participants. 
The speakers each gave two or three lectures on some aspect of climate dynamics. In addition, there 
were more informal discussions and round tables.  
      
The school was perceived to be extremely successful, judged by the feedback received from the 
student participants. As well as educating the next generation of NOAA scientists, the school brought 
activities in climate research to a wider audience of physics faculty and students. It is, of course, 
essential that the climate sciences are perceived to be intellectually thriving as well as societally 
important, in order to attract the best and the brightest of the current generation of students. 
 
Applying IPCC-Class Models of Global Warming to Fisheries Prediction Workshop 
 
CICS sponsored the workshop “Applying IPCC-Class Models of Global Warming to Fisheries 
Prediction" from June 15-17, 2009 at Princeton University.  From an outreach perspective, a goal of 
this workshop was to promote a greater shared understanding of the key challenges faced by climate 
and living marine resource scientists studying climate change and its potential impacts.  Such an 
understanding is critical for the development of new and innovative applications of IPCC-class 
climate models in assessing the impacts of climate change and variability on living marine 
resources.  Over 50 scientists attended this workshop.  In addition, a manuscript providing a detailed 
synthesis of the workshop entitled "On the use of IPCC-class models to assess the impact of climate 
on living marine resources" has been produced.  This will be submitted for peer review by the end of 
April 2010.  The intent of this manuscript is to make the discussion during the workshop available to 
a broader cross-section of the scientific community (including climate impacts researchers in other 
areas besides living marine resources). The workshop has also generated a number of proposals to 
non-CICS funding sources. 
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Structure of the Joint Institute 
 

Princeton University and NOAA’s Geophysical Fluid Dynamics Laboratory have a successful 40-
year history of collaboration that has been carried out within the context of the Atmospheric and 
Oceanic Sciences Program (AOS).  The Cooperative Institute for Climate Science (CICS) builds and 
expands on this existing structure. The CICS research and education activities are organized around 
the four themes discussed previously in the Research Themes Overview.  The following tasks and 
organizational structure have been established to achieve the objectives: 

 

I. Administrative Activities including outreach efforts are carried out jointly by the 
AOS Program and Princeton Environmental Institute (PEI). 

 
II. Cooperative Research Projects and Education are carried out jointly between 

Princeton University and GFDL. These will continue to be accomplished through the 
AOS Program of Princeton University.  They include a post-doctoral and visiting 
scientist program and related activities supporting external staff working at GFDL 
and graduate students working with GFDL staff.  Selections of post doctoral 
scientists, visiting scholars, and graduate students are made by the AOS Program, 
within which many of the senior scientists at GFDL hold Princeton University faculty 
appointments.  The AOS Program is an autonomous academic program within the 
Geosciences Department, with a Director appointed by the Dean of Faculty.  Other 
graduate students supported under Principal Investigator led research projects are 
housed in various departments within Princeton University and the institutions with 
which we have subcontracts. 

 
III. Principal Investigator led research projects supported by grants from NOAA that 

comply with the themes of CICS.  These all occur within AOS and the Princeton 
Environmental Institute (PEI), and may also include subcontracts to research groups 
at other institutions on an as needed basis. 

 
The Director is the principal investigator for the CICS proposal.  The Director is advised by an 
Executive Committee consisting of the Directors of the AOS Program and Princeton University 
associated faculty. The Director is also advised by an External Advisory Board consisting of 
representatives from NOAA and three senior scientists independent of NOAA and Princeton 
University. 
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Princeton Environmental Institute Structure 

Center for 
Biocomplexity 

(CBC) 

Task II: Cooperative Research Projects 
and Education 

 managed by CICS Assoc. Director  
Geoffrey K. Vallis 

Task III: Individual Research Projects 
 managed by CICS Director 

Jorge L. Sarmiento 

Cooperative Institute for Climate 
Science (CICS) 

Jorge L. Sarmiento, Director 
Geoffrey K. Vallis, Assoc. Director

CICS External 
Advisory Board 

CICS Executive 
Committee 

Cooperative Institute for Climate Science Structure 

Center for Environmental 
BioInorganic Chemistry 

(CEBIC)

Princeton Climate Center (PCC) 
Jorge L. Sarmiento, Director 

Research Portion of CICS to be 
managed within PCC 

Task III 

Energy 
Group 

Carbon 
Mitigation 

Initiative (CMI) 

Princeton Environmental 
Institute (PEI) 

Director, Stephen W. Pacala 

Task I: Administrative Activities 
 managed by Jorge L. Sarmiento  
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CICS Committees and Members 
 
PEI’s Princeton Climate Center (PCC) Advisory Committee 
Jorge L. Sarmiento – Director  of CICS and Professor of Geosciences 
Stephen W. Pacala – Director of PEI, Professor of Ecology and Evolutionary Biology  
Michael Oppenheimer – Professor Geosciences and Public and International Affairs, WWS 
Denise Mauzerall – Associate Professor of Public and International Affairs, WWS 
 
Executive Committee*   
Anand Gnanadesikan – GFDL Oceanographer 
Isaac Held – GFDL Senior Research Scientist  
V. Ramaswamy – Director of GFDL, GFDL Senior Research Scientist 
Geoffrey K. Vallis – Associate Director of CICS and Senior Research Oceanographer 
Jorge L. Sarmiento – Director of CICS and Professor of Geosciences 
Stephen W. Pacala – Director of PEI, Professor of Ecology and Evolutionary Biology  
Michael Oppenheimer – Professor Geosciences and Public and International Affairs, WWS 
Denise Mauzerall – Associate Professor of Public and International Affairs, WWS 
 
*The Executive Committee met on October 5, 2009. 
CICS Administrative Staff meetings are scheduled weekly during the academic year. 
 
External Advisory Council 
Jeffrey T. Kiehl – Senior Scientist, Climate Change Research Section, NCAR  
A.R. Ravishankara – Director of NOAA’s ESRL Chemical Sciences Division 
Dave Schimel – Senior Scientist at NCAR’s Terrestrial Sciences Division 
Peter Schlosser – Associate Director and Director of Research of the Earth Institute at Columbia 
University, Vinton Professor of Earth and Environmental Engineering in the School of Engineering and 
Applied Science, and Professor of Earth and Environmental Sciences at Columbia  
Chet Koblinsky – Director of NOAA’s Climate Program Office 
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Executive Summary of Important Research Activities 
 
There is so much fascinating and important work going on in CICS that it is impossible to highlight 
just a few in a fair fashion.  The following selection should be therefore regarded primarily as a 
representative and perhaps slightly arbitrary selection of ongoing research in the major research and 
education areas; space does not permit us to do more. We organize these highlights by the major 
themes of the cooperative institute.   
 

 
EARTH SYSTEM MODELING: DEVELOPMENT and ANALYSIS 

 
In the paragraphs below we summarize and highlight some of the activities going on in the area of 
Earth System Modeling. There is an entire spectrum of fascinating and important activities, from 
fundamental to quite applied; the Earth System, as complex as it is, demands such a wide range of 
activities.  However, these activities also provide the essential building blocks for understanding the 
system and come together in a coherent mosaic, so enabling us to build better models of the system 
and, ultimately, to better predict it. 
 
 
Atmospheric Circulation and Modeling 
 
Here we would like to highlight some research investigating how the atmosphere might respond to 
global warming, as described in the report by Kidston. It was noted that, in a wide variety of 
numerical models, the eddy length scales of the atmosphere increase with global warming. An 
important consequence of this may be that the band of westerlies in mid-latitudes moves polewards 
by a few degrees; if so, this will have an important consequences to the future climate of the mid-
latitudes. Research in understanding the effect is continuing, and  is an outstanding example of how 
basic research is needed to understand and predict phenomena with important practical 
consequences.  
 
Aerosols 
 
Aerosol research continues to play a significant role in CICS. One notable investigation concerns the 
climate response to anthropogenic aerosols over south Asia, as described by Ganguly. The notable 
result here is that that the anthropogenic aerosols over south Asia cools the atmosphere over land and 
northern Indian ocean, stabilizes the atmosphere over land and weakens the monsoon circulation. The 
results seem to exhibit an enhanced solar diming effect, through a combination of direct, semi-direct, and 
indirect effects of aerosols, highlighting the importance of a proper representation of aerosols in general 
circulation models that are used for climate predictions.  
 
Earth System Modeling 
 
Earth system models are computationally expensive and difficult to understand. It is therefore important 
to construct ‘faster, cheaper’ models suitable for multicentennial integrations, appropriate for 
paleolclimate studies and biogeochemical problems. An important effort along these lines has been 
spearheaded by Eric Galbraith in collaboration with GFDL scientists. The model is significantly faster 
than the comprehensive models used at GFDL, and so plays an important role in hypothesis testing that 
require long integrations. Intermediate complexity biogeochemical models have been incorporated in it. 
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Already the model is producing interesting results; for example, the model was used to evaluate the 
impact of iron-light colimitation on global biogeochemistry; the theoretically-based exploration suggested 
pronounced, testable differences in the nature of iron limitation by region, depending on local water 
temperature, insolation and macronutrient availability. 
 
Land Dynamics 
 
One of the key issues with respect to future levels of CO2 and thus climate change is whether the terrestrial 
biosphere responds with enhanced carbon (C) sequestration as levels of CO2 increase (CO2 fertilization). In work 
led by Lars Hedin (and see also the report by Elena Shevliakova) a model has been developed that is the first to 
show that the integrated change in the terrestrial carbon budget, where the magnitude of the change in the land’s 
carbon inventory over the historic period, the current biospheric CO2 sequestration, and its broad geographic 
distribution can be reconciled with the available data. Going into the future, we expect that the land model will 
play an increasing important role in understanding the sources and sinks of carbon dioxide, and hence will be 
crucial in helping understand what emission levels of CO2 are needed in order to avoid catastrophic climate 
changes.  
 

 
EARTH SYSTEM MODELING: APPLICATIONS 

 
Climate Variability  
 
Understanding interaction of anthropogenic climate change with natural variability is an important topic in 
climate research, and a central aspect of CICS. Two projects  reflect the efforts we are making in these areas, as 
described by Mahajan and Msadek. The goal of one project is to predict the Atlantic meridional overturning 
circulation variability using subsurface and surface ‘fingerprints’ and to study the impact of the Atlantic 
meridional overturning circulation variability on Arctic Climate. The leading modes of subsurface ocean 
temperature and sea surface height (SSH) over the North Atlantic have been found to be highly correlated with 
each other and appear to be robust fingerprints of the Atlantic Meridional Overturning Circulation in the GFDL 
CM2.1 climate model. This enables us to identify surface and subsurface fingerprints of the AMOC, and hence 
possibly to predict the future circulation variability on decadal timescales.  
 
In a related, but more model-oriented study, Msadek has investigated the mechanisms of variability of the AMOC 
at decadal timescales, with one goal being to identify the associated predictability.  In the GFDL CM2.1 model 
the AMOC is potentially predictable up to 20 years, an encouraging sign.  
However, this must be tempered by the finding that climate variables that have a high societal relevance (like 
indices of heat waves, hurricanes, and tropical precipitations) are much less predictable on decadal timescales, 
although there is some predictability on shorter timescales (e.g., a few years). 
 
Regional Climate Studies 
 
Regional studies are likely to play an increasing prominent role in climate research in the coming years. To this 
end, one project (described by J. Smith) has attempted to characterize the regional precipitation climatology of the 
eastern US through combined modeling and observational studies to assess the error structure of regional climate 
model simulations. Analyses focus on urban impacts on precipitation, orographic precipitation mechanisms and 
landfalling tropical cyclones. A variety of interesting results have emerged showing the models capabilities as 
well as instances of model failures – for example, the model inabilities to properly capture coastal flooding in 
Chesapeake Bay.  
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Mesoscale Eddies in the Global Ocean Circulation 
 
Over the past decade or so oceanographers have realized that mesoscale eddies play a central role in the ocean 
circulation, and CICS researchers are playing a central role in this research, as discussed in the reports by Farneti, 
Venaille and Vallis. In the years to come, most climate models will still be run at non-eddying resolution, and to 
help in that effort Vallis and colleagues (including S. Griffies of GFDL) have developed a new parameterization 
of mesoscale eddies. The parameterization is already the default scheme in the MOM model and will be used in 
the next IPCC assessment. In complementary efforts, Venaille and Farneti have explored the behavior of models 
that explicitly represent mesoscale eddies. For example, eddy-permitting simulations show that eddy activity is 
greatly energized with increasing mechanical and buoyancy forcings, buffering the ocean to atmospheric changes, 
and the magnitude of the residual oceanic circulation response is thus greatly reduced. These results indicate that 
the response of an eddying ocean to changes in atmospheric forcing can be rather subtle, highlighting the need 
both for high resolution simulations (and corresponding computational resources) and analysis of the fundamental 
dynamics (and corresponding intellectual resources). 
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NOAA Funding by Task and Theme 
 

 
 

                  
 
Task I – Administration and Outreach 
This task covers the administrative activities of the Cooperative Institute and support of its educational outreach 
activities.  Administrative funding included minimal support of the CICS Director and the part-time administrative 
assistant.  Educational outreach activities included funding for QUEST, a well-established summer program held at 
Princeton University for elementary and middle school teachers in New Jersey. 
 
Research funds will be carried over to the next fiscal year because NOAA provided prefunding 
of future years in certain areas of research, and also because we were unable to hire a sufficient 
number of high quality scientists this year. It is then prudent to carry funds forward to future 
years, given the volatile nature and unknown level of funding in the future, to ensure continuity 
in the scientific effort.  

13



Project Titles 
Cooperative Institute for Climate Science (CICS)  
NOAA Cooperative Award NA08OAR4320752  

 
 

Task I Projects 
 

 Applying IPCC-Class Models of Global Warming to Fisheries Prediction Workshop (Jorge 
Sarmiento and Charlie Stock) 

 CICS Professional Development Summer Institute in Weather and Climate (Anne Catena) 
 Spring School on Fundamentals of Climate Dynamics (Geoff Vallis and Isaac Held) 

 
Task II Projects 
 

 Analyzing Links Between Changing Biogeochemistry and Ecosystem Shifts Using an End-To-
End Ecosystem Model (Kelly Kearney) 

 An Increased Seasonal Cycle in Air-Sea CO2 Fluxes over the 21st Century in Coupled Climate 
Models (Keith Rodgers) 

 Bloom Dynamics in the North Atlantic: Model Evaluation and Effects of Spatial Resolution and 
Formulation (Stephanie Henson) 

 Coarse-Resolution Earth System Model for Studies of Global Climate, and the Simplified 
Biogeochemical Model Bling (Eric Galbraith) 

 Cross-shelf Exchange Processes in the Bering Sea: Downscaling Climate Models and Ecosystems 
Implications (Enrique Curchitser-Rutgers) 

 Data Comparison for Phytoplankton Community Composition Input to Topaz (Bess Ward) 
 Global Carbon Data Management and Synthesis Project (Robert Key) 
 Improved Hurricane Risk Assessment With Links To Earth System Models (Eric Vanmarcke) 
 Linking Land Models with Top Down Estimates of the Carbon Budget (Jorge Sarmiento) 
 Modeling Sea Ice-Ocean-Ecosystem Responses to Climate Changes in the Bering-Chukchi-

Beaufort Seas with Data Assimilation of RUSALCA Measurements (Lie-Yauw Oey) 
 Regional Climate Studies Using The Weather Research And Forecasting Model (James Smith) 
 Terrestrial Carbon-Nitrogen Interactions in the Earth System (Lars Hedin) 
 Using Models to Improve Our Ability to Monitor Ocean Uptake (Keith Rodgers) 
 Water Mass Formation Processes and their Evolution under Warming Scenarios in Coupled 

Climate Models (Jaime Palter) 
 

Task III Projects 
 

 Aerosol Properties Simulated by GFDL Atmospheric Model (Brian Magi) 
 Antarctic Sub-Polar Atmospheric Circulation (Isidoro Orlanski) 
 Arctic (Extreme) Weather and Climate Variability in the GFDL High-Resolution Global Climate 

Simulations (Thomas Spengler) 
 Baroclinic Instability and Mesoscale Turbulence in the Ocean (Antoine Venaille) 
 Climate Decadal Predictability (Rym Msadek) 
 Climate Dynamics and Atmospheric and Oceanic Circulation (Geoff Vallis) 
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Task III Projects continued 
 

 Cloud Microphysics and Feedbacks in the GFDL General Circulation Model (Marc Salzmann) 
 Constraining Ocean Circulation and Melting Beneath Ice Shelves (Chris Little) 
 Contribution of Domestic and Trans-Pacific Transport of Short-Lived Air Pollutants to the 21st-

Century Air Quality and Climate Changes Over the United States: A Study on Chemistry-Climate 
Interaction (Junfeng Liu) 

 Decoupling the Nitrogen Cycling in an Ocean Biogeochemical Model (John Paul Reid) 
 Developing Collaborative Research in Climate Dynamics (Zhengyu Liu) 
 Development and Application of the GFDL Earth System Modeling Capabilities: Terrestrial 

Carbon Cycling (Elena Shevliakova) 
 Development of an Ice-Sheet Model (Olga Sergienko) 
 Effect of Sea Ice Ridging in a Global Coupled Climate Model (Torge Martin) 
 Emission, Distribution, and Transport of Mineral Dust in the Southern Hemisphere, and the Dust 

Deposition in Antarctica During Present-Day and the Last Glacial Maximum (Fuyu Li) 
 Flexible Modeling System (FMS) (V. Balaji) 
 Hurricane Intensity in Dry and Moist Atmospheres (Aga Smith-Mrowiec) 
 Hybrid Ocean Model Development (Alistair Adcroft) 
 Impacts of Changing Transport and Precipitation on Pollutant Distributions in a Future Climate 

(Yuanyuan Fang) 
 Influence of Small Scale Processes in the Ocean on the Large-Scale Circulation (Mehmet Ilicak) 
 Investigating the Climate Response to the Total Effects of Anthropogenic Aerosols over South-

Asia Using an Improved Version of the Coupled Atmosphere-Mixed Layer Ocean Model SM2.1 
(Dilip Ganguly) 

 Investigation of Ice Dynamics and Ice-Ocean Interactions (Daniel Goldberg) 
 Mechanisms of Jet Interaction and Climate Variability (Amanda O’Rourke) 
 Mesoscale Eddies and the Global Oceanic Circulation: Fine-Resolution Modeling and 

Parameterizations (Riccardo Farneti) 
 Ocean Mixing Processes and Parameterization (Sonya Legg) 
 Oceanic Controls on Hurricane Intensity (Ian Lloyd) 
 Predicting the Atlantic Meridional Overturning Circulation Variability using Subsurface and 

Surface Fingerprints and Impact of  the Atlantic Meridional Overturning Circulation Variability 
on Arctic Climate (Salil Mahajan) 

 Role of Tropospheric Transient Eddies and Stratospheric Circulation in Linking Enso Events to 
Nao Variability (Ying Li) 

 Simulation of The Human Land Use Influence on the Historic Terrestrial CO2 Fluxes (Sergey 
Malyshev) 

 Source Regions of Arctic Haze (Ilissa Ocko) 
 Southern Hemisphere Circulation and Storm Tracks in a Changing Climate (Andrew Ballinger) 
 The Atmospheric Eddy Length Scale and the Atmospheric Circulation (Joe Kidston) 
 The Contribution of Various Continuum Models in the Longwave and Shortwave (David Paynter) 
 The Importance of the Vertical Structure in the Mean Meridional Temperature Gradient and its 

Relevance to Climate Change (Erica Staehling) 
 The Response of The Indonesian Throughflow to the Global Warming (Young-Gyu Park) 
 Tidal Mixing over Rough Topography (Max Nikurashin) 
 Topographic Venting of Ganges Valley Pollutants (Arnico Panday) 
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Progress Report: Hybrid Ocean Model Development 
 
Principal Investigator: Alistair Adcroft (Research Oceanographer) 
 
Other Participating Researchers:  Laurent White (Princeton Univ.), Torge Martin (Princeton Univ.), 
David Marshall (Oxford, UK) 
 
Task II: Cooperative Research Projects and Education 
 
NOAA Lead Collaborator: Robert Hallberg (GFDL) 
 
NOAA Sponsor: Brian Gross (GFDL) 
 
Theme #1:  Earth System Modeling and Analysis 
 
NOAA’s Goal #1:  Protect, Restore, and Manage the Use of Coastal and Ocean Resources through 
Ecosystem-based Management (20%) 
NOAA’s Goal #2:  Understand Climate Variability and Change to Enhance Society’s Ability to Plan and 
Respond (75%) 
NOAA’s Goal #3:  Serve Society’s Needs for Weather and Water Information (5%) 
 
Objectives:  Develop CM2G for IPCC; develop iceberg model for coupled models; develop hybrid 
coordinate capabilities in GOLD 
 
Methods and Results/Accomplishments: 
 Our continued effort to produce the first acceptable coupled isopycnal model culminated in 
handing off CM2G to the ESM group in November. Refinement of of the regridding and remapping 
methods described in White et al., 2009 are allowing us to use the hybrid mode of GOLD to evaluate the 
spurious diapycnal diffusion in some idealized numerical experiments. Icebergs and eddie 
parameterizations are now being used in production mode and are published. 
 
Publications: 
 T. Martin and A. Adcroft, 2010: Parameterizing the Fresh-Water Flux from Land Ice to Ocean 
with Interactive Icebergs in a Coupled Climate Model. subm. to Ocean Modelling. 
 D. Marshall and A. Adcroft, 2010: Parameterization of ocean eddies: potential vorticity mixing, 
energetics and Arnold's stability theorem. Ocean Modelling, doi:10.1016/j.ocemod.2010.02.001 
 L. White, A. Adcroft and R. Hallberg, 2009: High-order regridding-remapping schemes for 
continuous isopycnal and generalized coordinates in ocean models. J. Comp. Phys. (accepted) 
 R. Hallberg and A. Adcroft, 2009: Reconciling estimates of the free surface height in Lagrangian 
vertical coordinate models with mode-split time stepping. subm. Ocean Modelling, 29(1), 
doi:10.1016/j.ocemod.2009.02.008. 
 Griffies, Stephen, Alistair Adcroft, Ventakramani Balaji, Robert W Hallberg, Sonya Legg, T 
Martin, and A Pirani, et al., February 2009: Sampling Physical Ocean Field in WCRP CMIP5 
Simulations: CLIVAR Working Group on Ocean Model Development (WGOMD) Committee on CMIP5 
Ocean Model Output, International CLIVAR Project Office, CLIVAR Publication Series No. 137, 56pp. 
 Griffies, Stephen, Alistair Adcroft, Anand Gnanadesikan, Robert W Hallberg, Matthew J 
Harrison, Sonya Legg, C.M. Little, M. Nikarushin, A. Pirani, B.L. Samuels, J.R. Toggweiler and G.K. 
Vallis et al., September 2009: Problems and prospects in large-scale ocean circulation models in Ocean 
Obs. '09, 21-25 September, Venice, Italy, ESA Special Publication 1-23  
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Figure 1: Simulations of an adiabatic gravity current (dam break on a slope) using four different coordinates 
systems. The layered isopycnal solution is truly adiabatic, conserving water mass properties perfectly. The 
other three solutions all use the same regridding-remapping algorithm with target coordinates of density, 
sigma (terrain-following) and geopotential. These three solutions all have spurious diapycnal mixing the 
worst of which is geopotential. The regridding-remapping methods are accurate enough that the spurious 
mixing in the rho-coordinate solution is minimized to an acceptable level, when compared to the layered 
isopycnal solution. Although these are idealized and sever tests, spurious mixing and dilution of gravity 
currents is a significant problem in conventional climate models. 
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Progress Report:  Flexible Modeling System (FMS) 
 
Principal Investigator: V. Balaji (Senior Professional Specialist) 
 
Other Participating Researchers:  Alistair Adcroft (Princeton), Isaac Held (GFDL), Keith Dixon 
(GFDL), Karl Taylor (DoE/PCMDI), Max Suarez (NASA/GMAO), Steve Hankin (NOAA/PMEL), 
Sergey Nikonov (Professional Specialist, Princeton), George Philander (Princeton), Tony Rosati (GFDL), 
S-J Lin (GFDL), Steve Pacala (Princeton), Jorge Sarmiento (Princeton) 
 
Task II: Cooperative Research Projects and Education 
 
NOAA Lead Collaborator: Isaac Held (GFDL) 
 
NOAA Sponsor: Brian Gross (GFDL) 
 
Theme #1:  Earth System Modeling and Analysis 
 
NOAA’s Goal #2:  Understand Climate Variability and Change to Enhance Society’s Ability to Plan and 
Respond (50%) 
NOAA’s Goal #3:  Serve Society’s Needs for Weather and Water Information (50%) 
 
Objectives:  Building model components and data standards consistent with the common model 
infrastructure FMS in support of PU/GFDL modeling activities. 
 
Methods and Results/Accomplishments: 
 During the past year, we accomplished the following: development of Flexible Modeling 
System (FMS) and FMS Runtime Environment (FRE) in support of Earth system modeling activities at 
PU/GFDL; awarded 20 million cpu-hours on Jaguar (#1 supercomputer on the Top 500) under DoE 
INCITE program; Design and development of high-resolution climate models (ChiMES Project: 
http://www.gfdl.noaa.gov/~vb/chimes). (ChiMES has received a total of about 100 million CP-hours 
under INCITE and other awards.); FMS run on 50,000 cpus at Oakridge National Lab (ORNL) 
Leadership Computing Facility (Cray XT-5) and on 64,000 CPUs at Argonne National Lab Leadership 
Computing Facility (IBM Blue Gene); formulation of a draft community-wide standard specification of 
model grids (http://www.gfdl.noaa.gov/~vb/gridstd/gridstd.html) under adoption within the Climate 
and Forecasting conventions; formulation of data distribution design for CMIP5 (physical science basis 
for IPCC AR5) in conjunction with Karl Taylor (Director, PCMDI) and others. A novel element I have 
proposed for this is a method of data citations, which allows journals and other ratings indices to assign 
credit for model development. 
              In addition, I provided design oversight for Sergey Nikonov (CICS) in design and 
implementation of the GFDL Curator, which maintains a database of model results delivered to the public 
from PU/GFDL models for IPCC AR4 and other projects. This system has now become operational for 
CMIP5.  In collaboration with Sergey Nikonov and Yana Malysheva, (Hpti) web services for analysis and 
display of model output were developed. This includes being able to provide statistical downscaling and 
bias correction of climate model output based on the work of Hayhoe and collaborators. This work was 
presented at the GO-ESSP Meeting in Hamburg, Germany, in October 2009. 
 Other notable developments include: joined architecture and design committees of NOAA's 
National Environmental Modeling System (NEMS) and National Unified Operational Prediction 
Capability (NUOPC). (NUOPC is now a funded operational NOAA activity.); design of next-generation 
model and data frameworks (Earth System Curator project) in collaboration with the Earth System 
Modeling Framework (ESMF), Program for Integrated Earth System Modeling (PRISM), Global 
Organization of Earth System Science Portals (GO-ESSP) and CF Conventions groups, whose steering 
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committees I serve on, with a particular focus on CMIP; METAFOR Project renewed for 2009 and 2010. 
We have designed a new method for modeling centers to describe their models with a maximum of 
precision for the benefit of users of CMIP5 model output for “downstream” science. While the model 
description is provided by users through a more or less conventional web questionnaire, it is output in a 
structured document that is eminently suited for search and discovery; keynote presentation at 
International Supercomputing Conference ISC09, Hamburg. “Climate Computing: Computational, Data, 
and Scientific Scalability”. More talks listed at website. 
 
References: 
 FMS homepage: http://www.gfdl.noaa.gov/fms 
      Balaji homepage: http://www.gfdl.noaa.gov/~vb 
 
Publications: 
            Balaji, 2009: “Pervasive Fault Tolerance'', in Scientific Grand Challenges in Fusion Energy 
Sciences and the Role of Computing at the Extreme Scale, DOE/ASCR Workshop Report. 
            Dean Williams et al, 2009: “Extreme Scale Data Management, Analysis, Visualization, and 
Productivity in Climate Change Science'', in Scientific Grand Challenges in Climate Change Science and 
the Role of Computing, DOE/ASCR Workshop Report. 
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Progress Report:   Cross-shelf Exchange Processes in the Bering Sea Downscaling Climate  
   Models and Ecosystems Implications  
 
Principal Investigator:  Enrique Curchitser (Rutgers) 
 
Other Participating Researchers: Gaelle Hervieux (Rutgers) 
 
Task III:  Individual Projects 
 
NOAA Lead Collaborator: Charlie Stock (GFDL) 
 
NOAA Sponsor: Brian Gross (GFDL) 
 
Theme #1: Earth System Modeling and Analysis  
Theme #3: Earth System Model Applications 
 
NOAA’s Goal #2: Understand Climate Variability and Change to Enhance Society’s Ability to Plan and 
Respond 
 
Objectives: The ocean circulation of the Bering Sea supports a productive ecosystem of great social and 
economic importance, with about half of the U.S. fish and shellfish landings originating on the broad (500 
km) continental shelf and slope of the eastern Bering Sea.  It also supports a diversity of marine mammals 
and sea birds, many of which are protected and endangered species.  Large changes in these resources in 
recent years have been linked to shifts in environmental conditions potentially driven by climate 
variability and change. 
 
Understanding the mechanisms that control exchanges of physical and biological properties between 
ocean basins and continental shelves, where the dominant portion of the biological productivity takes 
place, and potential linkages between these mechanisms and climate variability and change is a key step 
toward representing these processes in global climate models.  For the eastern Bering Sea, these 
exchanges provide nutrients that are critical for maintaining high biological production and arise from a 
combination of currents interacting with topography (e.g. canyons) instabilities of shelf break flows and 
eddy activity.  This study proposes to diagnose the cross-shelf exchanges and the processes governing 
them for the eastern Bering Sea within a high resolution (<10 km) regional ROMS simulation and 
compare these results to GFDL's global ocean simulations.   
 
Methods and Results/Accomplishments:   The proposed workplan was to 1)  Complete and analyze a 50-
year hindcast simulation of the Bering Sea using ROMS at a 10 km resolution, 2)  Perform a small 
ensemble of downscaled projections using GFDL global model solutions for boundary forcing and 3) 
Analyze the cross-shelf processes in all these simulations.  We are about 6 months into our project and to 
date the following has been accomplished:  
 
1958-2005 ROMS hindcast simulation has been completed and extensive model-data validation has taken 
place.  The regional model shows significant skill in reproducing conspicuous features such as the 
seasonal cold pool, interannual sea ice variability and major circulation features.   
Both a passive and an age tracer were developed for this setup and a hindcast simulation is being carried 
out with them.  In particular, we are seeding the tracers along the shelf break and at Unimak Pass which is 
one of the main connection points between the Bering and the North Pacific ocean.  The purpose of these 
simulations is to study the role of advection in the cross shelf exchange and to determine the relative roles 
of the off-shelf and N. Pacific waters on the Bering shelf, as well as their residence times.  

21



Besides the new tracer computations, we are carrying out an additional hindcast with the NEMURO 
NPZD model which will be analyzed for nutrient fluxes and cross-shelf transports.   
Began extracting projections from the GFDL ESM2.1 simulations and are setting up the downscaled 
ROMS simulation for future scenarios and for comparing cross-shelf exchanges in the fine-resolution 
regional ROMS simulation with those produced by coarse-resolution global climate models.  These 
simulations will begin once the hindcasts are completed over the next month. 
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Progress Report: Mesoscale Eddies and the Global Oceanic Circulation: Fine- 
                                       Resolution Modeling and Parameterizations 
 
Principal Investigator: Riccardo Farneti (Princeton Research Associate) 
 
Other Participating Researchers:  Thomas L. Delworth (GFDL), Anthony J. Rosati (GFDL), Stephen M. 
Griffies (GFDL) 
 
Task II: Cooperative Research Projects and Education 
 
NOAA Lead Collaborator: Thomas L. Delworth (GFDL) 
 
NOAA Sponsor: Brian Gross (GFDL) 
 
Theme #1: Earth System Modeling and Analysis 
 
NOAA’s Goal #2:  Understand Climate Variability and Change to Enhance Society’s Ability to Plan and 
Respond  
 
Objectives:  To understand the role of mesoscale eddies in the Southern Ocean and Global circulation in 
present day and future climates. To test and improve parameterizations for the eddy-induced circulation. 
To understand and reduce ocean model biases through fine-resolution and idealized experiments.  
 
Methods and Results/Accomplishments: 
 Recently, the Climate Group at GFDL has undergone a vigorous effort in building prototype fine 
resolution Coupled Models for use in studying climate change, variability and predictions. The benefit of 
such initiative is the potential for a more realistic simulation of the climate system, including its inherent 
variability and response to external forcings, such as increasing greenhouse gases. Further, using a variety 
of models with differing resolutions also provides an important test of the robustness of the model 
simulations. 
       Taking advantage of such unprecedented Coupled Model framework, we have analyzed simulations 
from a fine-resolution global Coupled Model (GFDL CM2.4) and compared the results with the coarse 
version of the same Coupled Model (GFDL CM2.1). We have focused our attention on the dynamical 
response of the Southern Ocean, and the role played by the eddies (parameterized in CM2.1 or permitted 
in CM2.4) in setting the residual circulation and meridional density structure under idealized climate 
change scenarios (Farneti et al. 2010a). Compared to the case in which eddies are parameterized, and 
consistent with recent observational and idealized modeling studies (Boning et al. 2008; Hallberg and 
Gnanadesikan 2006), the eddy-permitting integrations of CM2.4 show that eddy activity is greatly 
energized with increasing mechanical and buoyancy forcings, buffering the ocean to atmospheric 
changes, and the magnitude of the residual oceanic circulation response is thus greatly reduced. Although 
compensation between mean-flow and eddy-induced circulations is far from being perfect, changes in 
poleward eddy fluxes partially compensate for the enhanced equatorward Ekman transport, leading to 
weak modifications in local isopycnal slopes, transport by the Antarctic Circumpolar Current and 
overturning circulation. Since the presence of active ocean eddy dynamics buffers the oceanic response to 
atmospheric changes, the associated atmospheric response to those reduced ocean changes is also 
weakened. 
       The results discussed above have profound implications for an accurate simulation of past, present, 
and future Southern Hemisphere climate. Further, they also have global climatic implications. In fact, it 
has been suggested that a strengthening of the Southern Hemisphere winds would induce a more vigorous 
global overturning through an increased northward Ekman flux, bringing more light waters into the 
oceanic basins and enhancing the upwelling of North Atlantic Deep Water in the Southern Ocean, thereby 
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increasing ocean ventilation (Toggweiler and Samuels 1998; Gnanadesikan 1999). However, our fine 
resolution eddy-permitting model results show that changes in poleward eddy fluxes largely compensate 
for the enhanced equatorward Ekman transport in the Southern Ocean. As a consequence, anomalies in 
northward transport of light waters, pycnocline depth, Northern Hemisphere overturning and Southern 
Ocean upwelling are much reduced compared with simulations in the coarse resolution model with 
parameterized eddies (Farneti et al. 2010b). In contrast to previous modeling studies (Delworth and Zeng 
2008; Klinger and Cruz 2009), these results point to a relatively weak sensitivity of present-day global 
ocean overturning circulation to projected strengthening of the Southern Hemisphere winds. 
         With the help of fine-resolution coupled integrations, present numerical approaches for the 
parameterization of eddy-induced transport have been shown to be too restrictive. Thus, we believe that 
common parameterizations of mesoscale eddy-induced transport might prevent coarse-resolution models 
from faithfully representing the eddy response to variability and change in the forcing fields. 
As fine-resolution ocean modeling should go along with and provide ground for advances in eddy 
parameterizations, we are currently investigating the sensitivity of the oceanic circulation (mean state, 
variability and ultimately predictability) to different mesoscale eddy parameterizations. Also, in an effort 
to reduce model biases, guided by both coupled and ocean-only fine-resolution modeling integrations, we 
are studying the nature of a subsurface warm bias that seems to be associated with the subtropical gyres in 
z-coordinate ocean climate models. To tackle this problem, a suite of fine-resolution and idealized 
experiments are been carried out in order to understand the possible role of mesoscale eddies in 
transferring heat and momentum laterally and assess the accuracy of the representation of this process in 
coupled climate models. 
 
References: 
 Held, I. M., and B. J. Soden, 2006: Robust responses of the hydrological cycle to global warming. 
J. Climate, 19, 5686–5699 
            Seidel, D. J., Q. Fu, W. J. Randel, and T. J. Reichler, 2008: Widening of the tropical belt in a 
changing climate. Nature Geosci., 1, 21–24. 
            Yin, J. H., 2005: A consistent poleward shift of the strom tracks in simulations of 21st century 
climate. Geophys. Res. Lett., 32(L18701), doi:10.1029/2005GL023684. 
 
Publications: 
        Farneti, R., T. L. Delworth, A. J. Rosati, S. M. Griffies, and F. Zeng, 2010a: The role of 
mesoscale eddies in the rectification of the Southern Ocean response to climate change.  
J. Phys. Oceanogr., doi:10.1175/2010JPO4353.1. 
             Farneti, R., T. L. Delworth, 2010b: The Role of mesoscale eddies in the remote oceanic response 
to altered Southern Hemisphere winds. J. Phys. Oceanogr., Submitted.    
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Progress Report: Coarse-Resolution Earth System Model for Studies of Global Climate, and  
                                       the Simplified Biogeochemical Model BLING 
 
Principal Investigator: Eric Galbraith (Princeton Research Associate) 
 
Other Participating Researchers:  Anand Gnanadesikan (GFDL), John Dunne (GFDL), Steve Griffies 
(GFDL), Michael Hiscock (Princeton) 
 
Task III: Individual Projects 
 
NOAA Lead Collaborator: Anand Gnanadesikan and John Dunne (GFDL) 
 
NOAA Sponsor: Brian Gross (GFDL) 
 
Theme #1:  Earth System Modeling and Analysis 
 
NOAA’s Goal #1:  Protect, Restore, and Manage the Use of Coastal and Ocean Resources through 
Ecosystem-based Management (5%) 
NOAA’s Goal #2:  Understand Climate Variability and Change to Enhance Society’s Ability to Plan and 
Respond (95%) 
 
Objectives:  To produce relatively efficient, global, coupled atmosphere-ocean-biogeochemical models, 
suitable for multicentennial ensemble integrations, appropriate for paleoclimate studies and for 
investigating targeted biogeochemical problems.     
 
Methods and Results/Accomplishments: 
 Continuing from prior model development of the coarse resolution (~3 degree) coupled climate 
model, the code was updated to the post-perth codebase, and a suite of experiments was integrated in 
order to optimize the parameter choices for representations of subgridscale eddy mixing. Based on the 
resulting simulations of water mass characteristics and volume fluxes, a standard configuration was 
adopted, and this was integrated for a total of 1700 years under pre-industrial conditions. The final state 
of this run will form the initial conditions for the standard model version, to be named CM2Mc.1. Model 
documentation is currently in preparation.  
            In addition, given the previous  
success of the highly simplified biogeochemical model iBGC,  Galbraith, Gnanadesikan, Dunne and 
Hiscock undertook development of an intermediate complexity biogeochemical module, the 
Biogeochemistry with Light, Iron Nutrient and Gas (BLING) module. This simulates phosphate, 
dissolved iron, dissolved gases and chlorophyll with data-based functions similar to those used in the 
primary GFDL biogeochemical model (TOPAZ), but using an implicit treatment of all ecosystem 
components. The implicit treatment reduces computational demand and simplifies the code structure, 
facilitating the inclusion of additional tracers and allowing greater flexibility in experimental design. The 
core compenent of BLING includes four prognostic tracers (phosphate, dissolved organic phosphorus, 
iron, and oxygen), while additional tracers (including carbon, radiocarbon, and preformed quantities) are 
available as user options that do not modify the core model behaviour. The model output compares well 
to observed climatologies of nutrients and chlorophyll, with correlation and regression coefficients 
generally >0.8 (Galbraith et al., 2009). In addition, the model was used to evaluate the impact of iron-
light colimitation on global biogeochemistry; the theoretically-based exploration suggested pronounced, 
testable differences in the nature of iron limitation by region, depending on local water temperature, 
insolation and macronutrient availability (Galbraith et al., 2009). 
              Galbraith also collaborated in a modeling study of changes in dissolved oxygen and carbon 
dioxide resulting from simulated shutdowns of the Atlantic Meridional Overturning Circulation 
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(Schmittner and Galbraith, 2008). He and coauthor Andreas Schmittner (Oregon State University) argued 
that the simulations illustrated a coupled mechanism that could explain observed variations in 
atmospheric carbon dioxide and nitrous oxide, through global, centennial-scale modulation of ocean 
interior biogeochemistry.    

 
 
 
Figure 2: Salinity in the SW Pacific (178E), as observed (left) and in the CM2Mc.1 simulation (right). 
 

 
  
 
Figure 3: Surface chlorophyll simulated by BLING, compared to satellite observations. 
 
 
References: 
             Coarse-resolution coupled model: http://sites.google.com/site/cm2cmodel 
 BLING biogeochemical model: http://sites.google.com/site/blingmodel 
 
Publications: 
 Galbraith, E.D., A. Gnanadesikan, J. Dunne and M. Hiscock (2009). Regional impacts of iron-
light colimitation in a global coupled model, Biogeosciences, in press.   
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Progress Report:  Investigating the Climate Response to the Total Effects of  
Anthropogenic Aerosols over South-Asia Using an Improved  
Version of the Coupled Atmosphere-Mixed Layer Ocean Model SM2.1 

 
Principal Investigator: Dilip Ganguly (Princeton Postdoctoral Research Associate) 
 
Other Participating Researchers: V. Ramaswamy (GFDL), Paul Ginoux (GFDL), Yi Ming (GFDL) 
 
Task II: Cooperative Research Projects and Education 
 
NOAA Lead Collaborator: V. Ramaswamy (GFDL) 
 
NOAA Sponsor: Brian Gross (GFDL) 
 
Theme #1: Earth System Modeling and Analysis 
 
NOAA’S Goal: Understand Climate Variability and Change to Enhance Society’s Ability to Plan and 
Respond  
 
Objectives: This study is aimed at investigating the equilibrium climate response to the direct and indirect 
effects of the present day anthropogenic aerosols over South-Asia and monsoon dynamics using an 
improved version of the coupled atmosphere-mixed layer ocean model SM2.1 (which includes indirect 
effects of aerosols along with updated optical properties and hygroscopic parameters of organic and sea 
salt aerosols). Another objective for this study is to understand the contribution and role of anthropogenic 
aerosols emitted from within South-Asia vis-à-vis their global emissions in affecting the climate over the 
region and the south-Asian monsoon in particular. 
 
Methods and Results/Accomplishments: 

The coupled atmosphere-mixed layer ocean model SM2.1 is a less expensive alternative to a fully 
coupled atmosphere-ocean GCM like CM2.1, but ensures to account for the response of the SSTs to the 
aerosol forcing. The model has separate atmosphere, mixed layer ocean, sea ice and land components, 
which exchange fluxes through a coupler module [Stouffer et al. 2006]. The modified version of SM2.1 
used in this study, has a fully self-consistent prognostic cloud scheme based on Ming et al. [2007]. So, 
our model accounts for not just the direct effects of aerosols but also their indirect effects on cloud albedo 
and cloud lifetime besides the semidirect effects on cloud amount [Ming and Ramaswamy, 2009]. 

As a first step, we plugged in the aerosol climatology from 20-yr (year) AMIP (Atmospheric 
Model Intercomparison Project) run of AM3 onto SM2.1 and ran it for hundred model years to generate 
the monthly climatology of q-flux adjustments required for the subsequent experiments. In all our 
experiments, we used the 1860 (pre-industrial) forcing data for long-lived green house gases (GHGs), 
ozone and land surface properties. Our first simulation is the control experiment (CONT), which includes 
emission of aerosols from only natural sources such as dust, sea salt, organics from vegetation, and 
volcanic aerosols but no emission of aerosols or their precursors from biomass burning, and 
anthropogenic (fossil fuel, bio-fuel, ship and aircraft emissions) sources globally. Subsequently we 
carried out four perturbation experiments. In the first one (PC-I), we included the emissions of aerosols 
from present-day biomass burning sources (IPCC emission estimates for the year 2000) but no emissions 
of aerosols from anthropogenic sources across the world. Our second perturbation experiment (PC-II) 
includes emissions of aerosols and their precursors from the present day anthropogenic sources (based on 
IPCC AR5 emission estimates for the year 2000) in addition to the biomass burning and natural sources 
of aerosol. In the third perturbation experiment (PC-III), we included extra emissions of anthropogenic 
aerosols from leaves burning and dominated by organic aerosols over the Indo-Gangetic basin (IGB) in 
south Asia over and above all natural and anthropogenic aerosols included in experiment PC-II. The 
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amount of extra emissions and its composition are estimated based on the retrievals carried out by 
Ganguly et al., 2009 and a regression analysis between the mean AOD (aerosol optical depth) over the 
IGB region from a series of AM3 simulations with systematically increasing emission sources and the 
mean AOD from satellite instruments such as MODIS and MISR over the same region. Finally in our 
fourth perturbation experiment (PC-IV), the emission sources are identical with those used in PC-II 
except the anthropogenic sources of aerosols and their precursors are masked over the south Asian 
domain. Thus all our experiments differ only in terms of anthropogenic and biomass burning sources of 
aerosols. 

The simulations for control and all perturbation experiments have been carried out for 100 model 
years, and the average results from the last 40 years, after the model reaches equilibrium, are used for 
further analysis. Anomalies in simulated parameters like precipitation, temperature, atmospheric heating 
rate, vertical wind velocity, surface pressure, liquid cloud amount, ice cloud amount, SW TOA clear and 
cloudy sky fluxes etc. between the perturbed cases and the control run are being examined to understand 
the impact of anthropogenic and biomass burning aerosols on the climate over South-Asia and monsoon 
dynamics. Results of our preliminary analysis show  
   

 
Figure 1: Precipitation anomaly (mm/day) over Asia during JJA due to combination of direct, semi-direct, 

and indirect effects of present day anthropogenic and biomass burning aerosols. 
 
that the anthropogenic aerosols over south Asia cools the atmosphere over land and northern Indian 
ocean, stabilizes the atmosphere over land and weakens the monsoon circulation. Our results seem to 
exhibit an enhanced solar diming effect, earlier shown by Ramanathan et al. 2005, through a combination 
of direct, semi-direct, and indirect effects of aerosols. We are currently analyzing all our data and expect 
more interesting results with greater detail in the coming days.  
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 Ming et al. (2007), J. Atmos. Sci., 64, 1189–1209. 
 Ramanathan, V., et al. (2005), PNAS, 102, 5326-5333. 
 Stouffer, R. J. et al. (2006), J. Climate, 19, 723-740. 
 
 
 
 

28



Publications: 
 Ganguly, D., P. Ginoux, V. Ramaswamy, D. M. Winker, B. N. Holben and S. N. Tripathi (2009), 
Retrieving the composition and concentration of aerosols over the Indo-Gangetic basin using CALIOP 
and AERONET data,  Geophys. Res. Lett., 36, L13806, doi:10.1029/2009GL038315.  
 Ganguly, D., P. Ginoux, V. Ramaswamy, O. Dubovik, J. Welton, E. A. Reid and B. N. Holben 
(2009), Inferring the composition and concentration of aerosols by combining AERONET and MPLNET 
data: comparison with other measurements and utilization to evaluate GCM output,  J. Geophys. Res., 
114, D16203, doi:10.1029/2009JD011895. 
 

29



Progress Report: Investigation of Ice Dynamics and Ice-Ocean Interactions 
 
Principal Investigator: Daniel Goldberg (Postdoctoral Research Associate) 
 
Other Participating Researchers:  Olga Sergienko, Chris Little, Anand Gnanadesikan 
 
Task II: Cooperative Research Projects and Education 
 
NOAA Lead Collaborator: Anand Gnanadesikan (GFDL) 
 
NOAA Sponsor: Brian Gross (GFDL) 
 
Theme #1: Earth System Modeling and Analysis 
 
NOAA’s Goal #2:  Understand Climate Variability and Change to Enhance Society’s Ability to Plan and 
Respond  
 
Objectives:  To understand and model the evolution of fast-moving regions of Antarctic land ice that are 
thought to be subject to oceanic and climatic forcing on the decadal and centennial timescale 
 
Methods and Results/Accomplishments: 
 I have taken part in multiple projects that seek to understand the relation between ice shelf 
morphology, grounding line movement, and ocean melting of land ice. 
 As part of one project I created a flowline model that implements ice stream dynamics as well as 
a parameterization for meltrates developed by Chris Little. Chris used the model to examine the different 
timescales involved in ice stream evolution forced by ocean melting. 
 In another project I have coupled a three-dimensional land ice model to an ocean cavity model 
developed by Chris Little. The preliminary results are very interesting and are still being analyzed. 
 In addition, I have submitted a paper to the Journal of Glaciology based on work I have done 
here, which details the development of a computationally inexpensive flow law for land ice that has both 
fast-moving and slow-moving regions and may eventually be integrated into a GFDL ice model. 
 
Publications: 
 Goldberg, D., D.M. Holland, and C. Schoof. 2009. Grounding line movement and ice shelf 
buttressing in marine ice sheets, J. Geophys. Res. 114(F04026). 
             Goldberg, D. A variationally-derived, depth-integrated approximation to a higher-order 
glaciologial flow model. Submitted to Journal Glaciology  [awaiting review of revised draft].  
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Progress Report: Terrestrial Carbon-Nitrogen Interactions in the Earth System 
 
Principal Investigator: L.O. Hedin (Princeton Professor) 
 
Other Participating Researchers:  Stefan Gerber (Princeton), S.G. Keel (Princeton), E. Shevliakova 
(Princeton), S.W. Pacala (Princeton), M. Oppenheimer (Princeton) 
 
Task III: Individual Projects 
 
NOAA Lead Collaborator: Ron Stouffer (GFDL) 
 
NOAA Sponsor: Brian Gross (GFDL) 
 
Theme #1:  Earth System Modeling and Analysis 
 
NOAA’s Goal #1:  Protect, Restore, and Manage the Use of Coastal and Ocean Resources through 
Ecosystem-based Management (10%) 
NOAA’s Goal #2:  Understand Climate Variability and Change to Enhance Society’s Ability to Plan and 
Respond (90%) 
 
Objectives:  One of the key issues with respect to future levels of CO2 and thus climate change is whether 
the terrestrial biosphere responds with enhanced carbon (C) sequestration as levels of CO2 increase (CO2 
fertilization). This desired mitigating effect however may depend on nutrient availability, in particular 
nitrogen (N). Over the past few years, we have developed the Geophysical Fluid Dynamic Laboratory’s 
land model, LM3V, to resolve C-N feedbacks. The model has been benchmarked on local scale against 
free air CO2 enrichment experiments (Gerber et al., 2010) and watershed N dynamics (Gerber et al., 
2010, Bernal et al., in preparation), as well as against bottom up estimates of recent tropical biomass 
accumulation (Hedin et al., in preparation). A critical test of the biosphere’s response to CO2 is the 
reconciliation with the historic land carbon budget (Gerber et al., in preparation). LM3V-N is uniquely 
equipped for this task, as it allows for land-use transitions and the explicit treatment of secondary 
vegetation, i.e. the re-growth of forests occurring with shifting cultivation or forestry. 
 
Methods and Results/Accomplishments: 
 We performed transient simulations to evaluate the changes in terrestrial C and N inventories for 
the time period of 1500 to 2000. We subjected the model to changes in atmospheric CO2, atmospheric N 
deposition, recent climate change, and land-use transitions. We described in the last report a few initial 
results from these simulations, which we have now further investigated. Integrated over the past 200 
years, we obtain a net terrestrial carbon loss of 58 PgC (Figure), with a recent (1980 – 2005) net sink of 
0.9 PgC yr-1. We found that N limitation hampered the uptake of 51 PgC, i.e. about 18 % of C emissions 
from fossil fuel, over the anthropocene. The prescription of land-use transitions without any other changes 
in drivers (CO2, N deposition and climate) resulted in net emissions of 198 PgC. While N restricted 
terrestrial C uptake, we nevertheless obtain a substantial residual terrestrial sink of 150 PgC, that is, the 
difference between land-use emission and the net change in the biosphere (Figure, black solid minus 
green solid line). We find a strong response to CO2 in low latitudes which is made possible by the 
capacity of tropical trees to alleviate N limitation through up-regulation of biological N fixation. Across 
the tropics, the modeled C accumulation is in line with observed changes in biomass for the recent 
decades (Hedin et al., in preparation). In contrast, productivity in wide areas of temperate and boreal 
forests exhibits little response to increasing levels of atmospheric CO2. Strong growth responses in the 
extra-tropics are constrained to local areas that experience high levels of N pollution. Overall, we believe 
our model is the first showing the integrated change in the terrestrial C budget, where the magnitude of 
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the change in the land’s carbon inventory over the historic period, the current biospheric CO2 
sequestration, and its broad geographic distribution can be reconciled with the available data. 
 
 
References: 
 Sabine, C.L., R.A. Feely, N. Gruber, et al. (2004), The Oceanic Sink for Anthropogenic CO2, 
Science, 305(5682), 367-371 
 
Publications: 
 Gerber S., Hedin L.O., Oppenheimer M., Pacala S.W. & Shevliakova E. (2010) Nitrogen cycling 
and feedbacks in a global dynamic land model. Global Biogeochemical Cycles, 24, 
doi:10.1029/2008GB003336  
  
 

 
Figure: Cumulative change in the terrestrial C inventory since 1800 for a suite of model 

experiments including C-N feedbacks (C-N, solid and dot-dashed) or not (C-only, dashed), and 
accounting for changes in land-use only (LU, green) and the combined environmental factors (ENV: 
CO2, climate and N deposition). Ndep + and Ndep – indicate whether anthropogenic N deposition or 
natural background N depositions were prescribed, respectively. We compare our results against the 
cumulative change estimated from ocean-atmosphere budgeting (Sabine et al., 2004, black arrows). 
Thereby, we adjust the net land flux based on these estimates (thin arrow) by compiling terrestrial fluxes 
that are typically not part of the “dynamic vegetation” (thick arrow), such as wetland carbon fluxes, 
changes in freshwater carbon inventories, fire suppression, and landfills, in order to obtain a range 
relevant for the comparison against the model results. 
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 Progress Report: Bloom Dynamics in the North Atlantic: Model Evaluation and  
                                       Effects of Spatial Resolution and Formulation  
 
Principal Investigator: Stephanie Henson (Princeton Post-doc researcher) 
 
Other Participating Researchers:  C. Stock and J. Dunne (GFDL), D. Haidvogel and E. Curchitser 
(Rutgers IMCS) 
 
Task III: Individual Projects 
 
NOAA Lead Collaborator: C. Stock and J. Dunne (GFDL) 
 
NOAA Sponsor: Brian Gross (GFDL) 
 
Theme #1:  Earth System Modeling and Analysis 
 
NOAA’s Goal #2:  Understand Climate Variability and Change to Enhance Society’s Ability to Plan and 
Respond  
 
Objectives:  The current one-degree spatial resolution of the GFDL TOPAZ biogeochemical model fails 
to simulate the large interannual variability in summertime chlorophyll in the sub-polar North Atlantic 
observed in satellite ocean colour data (e.g. Figure 1).  One possible reason is that finer-scale (e.g. 
mesoscale) variability is unresolved at the relatively coarse spatial resolution of the model.  The TOPAZ 
biogeochemical model is being implemented in the North Atlantic ROMS (Regional Ocean Modeling 
System) at a resolution of 40 km and, subsequently, 10 km.  Our principal objective is to answer the 
question: Are higher spatial resolutions required in order to simulate interannual variability in North 
Atlantic primary productivity? As the ROMS model has several alternative marine ecosystem models 
“built in”, we also have the potential to explore the secondary question: does the structure of the marine 
food web model matter, and how?  
 
Methods and Results/Accomplishments: 
 Analysis of the TOPAZ modelled phytoplankton blooms in the North Atlantic revealed that the 
model accurately simulates the timing of the bloom (as estimated from SeaWiFS chlorophyll data), and 
interannual variability in that timing (Henson et al., 2009; Figure 2).  However, after the start of the sub-
polar spring bloom the satellite data show substantial interannual variability in the subsequent spring 
bloom development, particularly during the summer months (Figure 1a).  The one-degree model does not 
reproduce this variability (Figure 1b).  Analysis of the spatial decorrelation length scales in the satellite 
data suggest that the dominant spatial scale of variability is of the order of 150 km.  One hypothesis for 
the discrepancy is that the interannual variability arises from mesoscale variability unresolved at the 
relatively coarse spatial resolution of the model.  
            To test this hypothesis, we are implementing the TOPAZ biogeochemical model used in GFDL's 
AR5 Earth System Model simulations into a higher-resolution North Atlantic ROMS framework.  A 
40km-resolution North Atlantic model has been configured, covering all of the North Atlantic and Arctic 
Oceans and part of the South Atlantic up to 30o S. The grid has 192x284 horizontal grid points and 42 
vertical layers. Resolution increases from 20 km in the western North Atlantic and the Arctic to 170 km in 
the Southern Atlantic. Plots of grid spacing and bathymetry are shown in Figure 3.  To create initial 
conditions, the HYDROBASE climatology of the Atlantic Ocean was combined with the Levitus 2005 
climatology for the Arctic Ocean. Velocity and SSH are from SODA climatological fields. Air-sea heat 
and momentum fluxes are calculated by the bulk formulae of Fairall et al. (2003) using the 1958-2004 
CORE forcing (Large and Yeager, 2004). Figure 4 compares model mean sea surface height (SSH) with 
the mean dynamic topography (MDT) from AVISO.  Apart from a slight overshooting of the Gulf Stream 
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at Cape Hatteras, the main currents are represented well in the model. Especially good agreement is 
obtained in the subpolar gyre, although its strength is slightly exaggerated in the model. The model also 
shows reasonable agreement with the MDT in the Nordic Seas. Tracer (T&S) properties are also well 
reproduced. 
             Implementation of TOPAZ within ROMS is well advanced, and 40km simulations with TOPAZ 
will begin this summer.  On completion of the runs, spectral analysis of the model output and comparison 
with satellite data will be performed to investigate whether the higher-resolution model can reproduce the 
dominant spatial scales of the data.  An analysis of the interannual variability in summertime chlorophyll, 
both at selected locations and basin-wide, will be conducted to assess whether increasing the model 
spatial resolution impacts the simulated interannual variability in phytoplankton populations in the sub-
polar North Atlantic. In parallel with these 40km studies, a 10km version of the North Atlantic ROMS 
model is presently being run out and evaluated. This will enable subsequent coupled runs in the eddy-
resolving limit. 
 

                           
 
Figure 1: Example time series of chlorophyll concentration (mg m-3) in 2001 (solid line), 2002 (dashed line), and 
2003 (dotted line) in the subpolar (left column) and subtropical (right column) regions from SeaWiFS data (top row) 
and TOPAZ model output (bottom row). Time series are means of 1-degree boxes, centered at 56.5N, 20.5W 
(subpolar) and 37.5N, 39.5W (subtropical).  
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Figure 2: Mean (1998–2004) start date of the phytoplankton bloom estimated from (a) SeaWiFS chlorophyll data 
and (b) TOPAZ model output. Range in start date (in weeks) from (c) SeaWiFS data and (d) model output. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3: ROMS 40-km resolution model grid spacing (left panel) and model bathymetry (right panel). 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4: Left panel: mean SSH from ROMS, right panel: MDT from AVISO. 
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Progress Report: Influence of Small Scale Processes in the Ocean on the Large-Scale  
                                       Circulation 
 
Principal Investigator: Mehmet Ilicak (Princeton Research Associate) 
 
Other Participating Researchers:  Sonya Legg (Princeton), Robert Hallberg (GFDL), Alistair Adcroft 
(Princeton) 
 
Task II: Cooperative Research Projects and Education 
 
NOAA Lead Collaborator: Robert Hallberg (GFDL) 
 
NOAA Sponsor: Brian Gross (GFDL) 
 
Theme #1:  Earth System Modeling and Analysis 
 
NOAA’s Goal #2:  Understand Climate Variability and Change to Enhance Society’s Ability to Plan and 
Respond  
 
Objectives:  The affect of small scale processes have been investigated to improve the GFDL global 
ocean  model. 
 
Methods and Results/Accomplishments: 
 A high resolution idealized model is set up to investigate the mixing over topopraphy such as 
canyons and ridges. To integrate the model over long time scale, an open boundary condition is 
incorporated. Preliminary results indicate that a simple parameterization can be found for the small scale 
mixing that can be used in the coarse resolution global ocean models. 
             In addition to this, a regional model is created for the Ross Sea. The main goal is to understand 
the pathways and mixing of the Ross Sea overflow using an up-scale approach (from very high to very 
course resolution). 
 
Publications: 
 Ilıcak, M., T.M. Özgökmen and W. Johns: How does the Red Sea outflow interact with Gulf of 
Aden eddies? In prep. for Ocean Dynamics. 
             Ilıcak, M., Özgökmen, T. M., Özsoy, E., Fischer, P.F., "Non-hydrostatic modeling of exchange 
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             Ilıcak, M., Özgökmen, T. M., Peters, H., Baumert, Z. H., Iskandarani, M., "Performance of Two-
Equation Turbulence Closures in Three-Dimensional Simulations of the Red Sea Overflow", Ocean 
Modelling, 24, 122-139. 2008. 
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Progress Report: Analyzing Links Between Changing Biogeochemistry and Ecosystem  
                                       Shifts Using an End-To-End Ecosystem Model 
 
Principal Investigator: Kelly Kearney (graduate student, Princeton Geosciences) 
 
Other Participating Researchers:  Charlie Stock (GFDL), Jorge Sarmiento (Princeton) 
 
Task III: Individual Projects 
 
NOAA Lead Collaborator: Charlie Stock (GFDL) 
 
NOAA Sponsor: Brian Gross (GFDL) 
 
Theme #1:  Earth System Modeling and Analysis 
 
NOAA’s Goal #1:  Protect, Restore, and Manage the Use of Coastal and Ocean Resources through 
Ecosystem-based Management (50%) 
NOAA’s Goal #2:  Understand Climate Variability and Change to Enhance Society’s Ability to Plan and 
Respond (50%) 
 
Objectives:  Investigate decadal variability throughout a pelagic food web using a end-to-end food web 
model 
 
Methods and Results/Accomplishments: 
 The primary focus of my research has been the development of a fully coupled end-to end model 
for the Eastern Subarctic Gyre ecosystem in the North Pacific Ocean.  The model couples a one-
dimensional physical ocean model, a biogeochemical model based on NEMURO, and an upper trophic 
level predator-prey model.  After several months of development, I believe the model is currently stable 
and ready to be used for the proposed decadal variability experiments.  I have currently run the model 
using CORE interannual forcings for the period of 1960-2006, and am in the process of analyzing the 
changes in biomass and productivity that are seen at various trophic levels before and after the proposed 
1976-1977 regime shift in this region. 
           In October, I spent four weeks working with Jeff Polovina at the NOAA Pacific Islands Fisheries 
Science Center to work on a related aspect of this project.  I had originally proposed attempting to scale 
up the model described above so that it could be applied in a global sense to a variety of different 
ecosystems.  However, this no longer seems feasible in the time given, due to the complexity of 
initializing the upper trophic level parameters, and the limited applicability of the bigeochemical portions 
of the model (lack of P and Fe cycling in NEMURO makes it unsuitable to be applied to regions outside 
the North Pacific).  Instead, we developed a one-way forced version of the model that can be more easily 
applied to different ecosystems, and parameterized it for the Central North Pacific.  In a previous study, 
Polovina et al. 2009 observed prominent trophic cascades in this region associated with fishing of apex 
predators.  We will be using the new one-way forced model to further investigate this behavior when 
changing primary production and life-cycle dynamics are introduced to the system.      
 
References: 
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abundance of mid-trophic level fishes concurrent with the declines in apex predators in the subtropical 
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Progress Report: The Atmospheric Eddy Length Scale and the Atmospheric 
                                       Circulation 
 
Principal Investigator: Joseph Kidston (Princeton Postdoctoral Research Associate)  
 
Other Participating Researchers:  Geoffrey Vallis (Princeton Faculty) 
 
Task II: Cooperative Research Projects and Education 
 
NOAA Lead Collaborator: Isaac Held (GFDL) 
 
NOAA Sponsor: Brian Gross (GFDL) 
 
Theme #1: Earth System Modeling and Analysis 
 
NOAA’s Goal #2:  Understand Climate Variability and Change to Enhance Society’s Ability to Plan and 
Respond  
 
Objectives:  The aim is to understand both the cause and the impact of the projected increase in the 
atmospheric eddy length scale in simulations of future climates. 
 
Methods and Results/Accomplishments: 
 Thus far three papers have been submitted. The first documents the increase in the eddy length 
scale.  The second addresses whether this may cause a poleward shift of the mid-latitude jet streams.  A 
third documents biases in the projected poleward shift of the southern hemisphere jet across a range of 
GCMs related to biases in the control simulations.  One observation to come out of this paper is that the e-
folding period for the model's southern annular mode is closely tied to the latitude of the jet; an 
interesting observation that merits future investigation of the underlying dynamics. 
            The idea that an increase in the length scale may cause a poleward shift of the jet is as follows:  an 
increase in the length scale of the eddy reduces its zonal phase-speed and so causes eddies to dissipate 
further from the jet.  If the eddy dissipation region on the poleward flank of the jet overlaps with the eddy 
source latitudes, shifting this dissipation to higher latitudes will alter which latitudes are a net source of 
baroclinic eddies, and hence the eddy-driven jet stream may shift polewards.  This behavior does not 
affect the equatorward flank of the jet in the same way because the dissipation region on the equatorward 
flank is well separated from the source latitudes.   
            An experiment with a barotropic model has been conducted in which an increase in the length 
scale of a mid-latitude perturbation results in a poleward shift in the acceleration of the zonal flow.  Initial 
investigations indicate that this behavior is also important in both observational data and the output of 
comprehensive general circulation models (GCMs).  A simplified GCM has been used to show that the 
latitude of the eddy-driven jet is well correlated with the eddy length scale.  It is argued that the increase 
in the eddy length scale causes the poleward shift of the jet in these experiments, rather than vice-versa. 
            Future work includes an analysis of the controls on the eddy length scale in an idealized moist 
GCM.  Initial results indicate that the dry deformation radius can be important, but that under certain 
parameter regimes it ceases to control the eddy length scale.  The aim will be to determine whether it is a 
moist deformation radius that is important, or a Rhines that is dictated by the environmental vorticity 
gradient.  If it is the latter, an investigation will be made into whether a cascade of energy to larger scales 
becomes important with a Rhines scaling. 
 
Publications: 
 T. Martin and A. Adcroft, 2010: Parameterizing the Fresh-Water Flux from Land Ice to Ocean 
with Interactive Icebergs in a Coupled Climate Model. subm. to Ocean Modelling. 
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 D. Marshall and A. Adcroft, 2010: Parameterization of ocean eddies: potential vorticity mixing, 
energetics and Arnold's stability theorem. Ocean Modelling, doi:10.1016/j.ocemod.2010.02.001 
 L. White, A. Adcroft and R. Hallberg, 2009: High-order regridding-remapping schemes for 
continuous isopycnal and generalized coordinates in ocean models. J. Comp. Phys. (accepted) 
 R. Hallberg and A. Adcroft, 2009: Reconciling estimates of the free surface height in Lagrangian 
vertical coordinate models with mode-split time stepping. subm. Ocean Modelling, 29(1), 
doi:10.1016/j.ocemod.2009.02.008. 
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Martin, and A Pirani, et al., February 2009: Sampling Physical Ocean Field in WCRP CMIP5 
Simulations: CLIVAR Working Group on Ocean Model Development (WGOMD) Committee on CMIP5 
Ocean Model Output, International CLIVAR Project Office, CLIVAR Publication Series No. 137, 56pp. 
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Progress Report: Ocean Mixing Processes and Parameterization 
 
Principal Investigator: Sonya Legg (Princeton Research Oceanographer) 
 
Other Participating Researchers:  Jody Klymak (Univ of Victoria), Rob Pinkel (SIO), Maxim 
Nikurashin (Princeton), Jamie Shutta (USCarolina, Hollings scholar), Robert Hallberg (GFDL), Stephen 
Griffies (GFDL), Alistair Adcroft (Princeton), Mehmet Ilicak 
 
Task II: Cooperative Research Projects and Education 
 
NOAA Lead Collaborator: Robert Hallberg and Stephen Griffies (GFDL) 
 
NOAA Sponsor: Brian Gross (GFDL) 
 
Theme #1:  Earth System Modeling and Analysis 
 
NOAA’s Goal #2:  Understand Climate Variability and Change to Enhance Society’s Ability to Plan and 
Respond  
 
Objectives:  To understand and quantify the mixing in the ocean interior and near the bottom boundary, 
develop parameterizations of these mixing processes for incorporation in GFDL climate models, and 
evaluate the impact of mixing on the general circulation of the ocean. 
 
Methods and Results/Accomplishments: 
 Legg has focused on two aspects of ocean mixing: that generated by tides, and that in oceanic 
overflows. With regard to tidal mixing, a fruitful collaboration with Jody Klymak at the University of 
Victoria has led to one article recently published in JFM (Klymak, Legg and Pinkel 2010), another 
accepted for publication in Ocean Modelling (Klymak and Legg, 2010) and another submitted to JPO 
(Klymak, Legg and Pinkel, 2010b). These articles, which follow on from a publication in JPO in 2008 
(Legg and Klymak, 2008) examine the tidal mixing processes at tall steep isolated ridges, such as the 
Hawaiian ridge, where overturning occurs in internal hydraulic jumps, using a combination of high 
resolution simulations with the MITgcm and theoretical analysis. The most recently submitted JPO article 
outlines a proposed parameterization of this mixing process, which leads to a local dissipation which 
increases like the tidal velocity to the third power, unlike the current tidal mixing parameterization in the 
GFDL climate models where local dissipation is proportional to tidal velocity squared. During the next 
year we plan to incorporate this parameterization into GFDL ocean models to examine the predicted 
diffusivity and its influence on the large scale ocean circulation.  
             Maxim Nikurashin began work at GFDL as a postdoc under my supervision one year ago. He has 
carried out simulations of internal tides with MITgcm with a focus on the internal tides generated over 
small-scale rough topography, where nonlinear wave-wave interactions are the dominant mechanism 
leading to local mixing, as opposed to tall isolated ridges. Together we are examining how the results of 
his simulations can be used to improve the tidal mixing parameterization of Simmons et al 2004, currently 
incorporated in GFDL ocean models, and a manuscript will shortly be submitted for publication.  
             I am carrying out a study of the scattering and breaking of low mode internal tides from bumpy 
topography using the MITgcm, following on from an exploratory study carried out by Jamie Shutta. This 
study will help to quantify the final fate of the low mode internal tides which propagate away from their 
generation region, an aspect of the internal wave-driven mixing which is not currently represented in 
ocean climate models.  
           With regard to overflows, Legg was the coordinating PI for the recently completed climate process 
team on gravity current entrainment. Ongoing work on overflows includes that being done in 
collaboration with postdoc Mehmet Ilicak, who arrived at GFDL in August. Ilicak has been carrying out 
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an investigation of the effects of small scale canyons and ridges on overflow entrainment, with a goal of 
modifying current entrainment parameterizations to account for subgridscale topography. 
          I am continuing my investigations of the impact of new entrainment parameterizations on the large-
scale circulation, using idealized configurations of the GOLD model. Early results suggest that an 
overturning circulation driven by overflows from a marginal sea looks quite different from an overturning 
circulation driven by open ocean convection.   
References: 
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Progress Report: Emission, Distribution, and Transport of Mineral Dust in the 
                                       Southern Hemisphere, and the Dust Deposition in Antarctica During 
                                       Present-Day and the Last Glacial Maximum  
 
Principal Investigator: Fuyu Li (Princeton graduate student) 
 
Other Participating Researchers:  V. Ramaswamy (GFDL), Paul Ginoux (GFDL) 
 
Task II: Cooperative Research Projects and Education 
 
NOAA Lead Collaborator: V. Ramaswamy (GFDL) 
 
NOAA Sponsor: Brian Gross (GFDL) 
 
Theme #1:  Earth System Modeling and Analysis 
 
NOAA’s Goal #2:  Understand Climate Variability and Change to Enhance Society’s Ability to Plan and 
Respond  
 
Objectives:  To understand the dust transport to Antarctica in present and past climates and its 
implications for the interpretaiton of the dust records in Antarctic ice cores. 
 
Methods and Results/Accomplishments: 
 I have been working with V. Ramaswamy and Paul Ginoux to study the transport of dust to 
Antarctica ice cores in present and past climates. In the past year, I investigated the causes that could 
account for the high dust accumulations in the Antarctica ice cores during the Last Glacial Maximum 
(LGM).  The study is motivated by the observational evidence that, during LGM, dust concentration in 
the Antarctic ice cores were 10-100 times higher than present climate. It is the final step of my Ph.D work 
and it provides insightful information for the variability of long-term dust records in Antarctica ice cores.  
            We performed five specific sensitivity experiments using the GFDL AM2.1n and CM2.1 models 
to estimate the relative importance of the source characteristics, circulation, and Antarctic precipitation. 
This study, to the best of our knowledge, is the first to evaluate the contributions due to each of the above 
processes by performing separate experiments in the context of a global general circulation model. It 
represents the first time that the contribution of exposed continental shelves upon the dust deposited in the 
Antarctica ice cores has been quantified in a GCM simulation. The main results are as follows: (1) The 
source expansion, due to the reduction in the continental vegetation and lowering of the sea level, 
contributes to most of the increase of dust transport to Antarctica during the LGM. The lowering of the 
sea level, by exposing large areas of continental shelves for dust production, is more important than the 
reduction in the continental vegetation; (2) The source expansion and Antarctic ice accumulation rate 
changes during the LGM can together account for most of the observed increase of dust concentration in 
the three ice cores (Vostok, Dome C and Talyor Dome); (3) The surface winds induce a significant 
reduction in the dust emission over the three continental sources in the SH during the LGM. This, by 
itself, would lead to a decrease of dust deposition in Antarctica relative to the present, instead of 
enhancing it as observed in the ice core records. (4) The changes of lower tropospheric wind speed during 
the LGM show no favorable circumstances for enhanced dust transport to East Antarctica; (5) The 
reduced precipitation in the Southern Ocean and Antarctica during the LGM induces only a slight 
increase of dust deposition in Antarctica ice cores. The local precipitation reduction reduces the amount 
of dust deposited through wet deposition to Antarctic ice cores during the LGM; (6) The reduced 
precipitation during LGM also implies that the ice accumulation rate is reduced which, in turn, means 
that, for the same total (dry + wet) deposition flux, this factor by itself would represent an enhancement of 
the LGM/present ratio of the dust concentration in the ice cores.   
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Publications: 
 Fuyu Li, Paul Ginoux, V. Ramaswamy, Transport of South American Dust to East Antarctica, 
under review, J. Geophys. Res., 2010. 
            Fuyu Li, Paul Ginoux, V. Ramaswamy, Understanding the Dust Deposition in Antarctica during 
the Last Glacial Maximum, to be submitted to J. Geophys. Res., 2010.                                                      
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Progress Report: Role of Tropospheric Transient Eddies and Stratospheric  
                                       Circulation in Linking Enso Events to Nao Variability 
 
Principal Investigator: Ying Li (Princeton graduate student) 
 
Other Participating Researchers:  Ngar-Cheung Lau (GFDL) 
 
Task II: Cooperative Research Projects and Education 
 
NOAA Lead Collaborator: Ngar-Cheung Lau (GFDL) 
 
NOAA Sponsor: Brian Gross (GFDL) 
 
Theme #1:  Earth System Modeling and Analysis 
 
NOAA’s Goal #2:  Understand Climate Variability and Change to Enhance Society’s Ability to Plan and 
Respond  
 
Objectives:  To investigate the tropospheric and stratospheric linkages between ENSO and NAO using 
observational and GCM-generated datasets 
 
Methods and Results/Accomplishments: 
 The tropospheric circulation is characterized by a negative NAO under the El Nino conditions in 
the late winter. The possible dynamical mechanisms for the late-winter teleconnection between ENSO 
and NAO are studied from the following two perspectives: 
              First, the role of transient eddies is further explored by using the daily data in the 2000-yr 1860 
control run CM2.1. The connection between ENSO and NAO is probably due to the persistent blocking 
events, since its frequency is sensitive to the phase of the ENSO cycle. Persistent blocking high (low) 
events are found to be more frequent in the Bering Strait region (south of the Aleutian islands) in the cold 
(warm) phase of ENSO. The evolution of the transient eddy forcings during the life cycle of blocking 
high and low events are diagnosed by doing the composite analysis. It is found that the role of transient 
eddies from the case study of the blocking events by using the daily data is consistent with that in the 
previous monthly data results. 
             Second, the stratospheric role is investigated using a 300-yr long coupled atmosphere-ocean 
circulation model (CM3X) with a well-resolved stratosphere, and compared it with 45-yr ECMWF Re-
analysis Analysis (ERA-40) datasets. Possible dynamical mechanism is explored by constructing 
composite charts for the events based on the different combinations of the ENSO and sudden 
stratospheric warmings (SSWs) . The impact of ENSO on the NAO is through the upward propagation of 
the tropospheric Rossby waves. Both the model and observational results show that the enhanced vertical 
propagation of the wave number 1 component of the wave activities in the El Nino winters tends to lead 
to a warming and weakening of the polar vortex. The deceleration of the westerlies due to the 
convergence of the EP flux at the upper stratosphere propagate downward into the lower stratosphere and 
finally reach the entire troposphere in the late winter and early spring. The diagnosis of the life cycle of 
the SSW episode on the daily time scale confirms the results based on the monthly data analysis. It shows 
that the downward propagation of the warm, weakened polar vortex from the stratosphere to troposphere, 
and persist for more than one month long in the stratosphere. The statistics and dynamics of the SSWs are 
also evaluated in CM3X. The amplitude of the SSWs in the middle stratosphere is well captured in 
CM3X. However, the simulated SSWs is less frequent, and the monthly climatology of SSW frequency 
shows a strong skewed toward late winter.      
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Progress Report: Constraining Ocean Circulation and Melting Beneath Ice Shelves 
 
Principal Investigator: Christopher Little (Princeton graduate student) 
 
Other Participating Researchers:  Robert Hallberg (GFDL), Anand Gnanadesikan (GFDL), Michael 
Oppenheimer (Princeton), Olga Sergienko (AOS), Dan Goldberg (AOS) 
 
Task II: Cooperative Research Projects and Education 
 
NOAA Lead Collaborator: Robert Hallberg and Anand Gnanadesikan (GFDL) 
 
NOAA Sponsor: Brian Gross (GFDL) 
 
Theme #1:  Earth System Modeling and Analysis 
 
NOAA’s Goal #2:  Understand Climate Variability and Change to Enhance Society’s Ability to Plan and 
Respond  
 
Objectives:  The melting of ice shelves from beneath constitutes a loss of ice from the cryosphere and a 
source of freshwater to the ocean; it also influences ice sheet dynamics. My overarching goals are to 
understand the physical processes that control the location and rate of basal melting, as well as its 
sensitivity to changed oceanic conditions, and its influence on ice shelf/sheet stability, oceanic freshwater 
balance, and global climate. I currently employ idealized ice shelf configurations to isolate the 
mechanisms -- sub-shelf thermodynamic and dynamic controls -- by which heat drives basal melting. 
These idealized simulations  improve our confidence as we look develop realistic, coupled models of 
ocean-ice shelf interaction. 
 
Methods and Results/Accomplishments: 
 To date, I have used a numerical ocean model (the Hallberg Isopycnal Model) to describe the 
transport and mixing of water masses and heat undernearth ice shelves. I have modified this model to 
incluede a thermodynamically active ice interface. In collaboration with Robert Hallberg, Dan Goldberg, 
and Olga Sergienkio, I am testing the code in the coupled GFDL climate model.  
             I am currently writing my thesis, which includes a chapter examining simple coupled models of 
ocean-ice interaction, moving beyond the static ice models used in my work to date.  I will defend my 
thesis in May.  
 
Publications: 
 Little, C. M., A. Gnanadesikan, and M. Oppenheimer (2009), How ice shelf morphology controls 
basal melting, J. Geophys. Res., 114, C12007, doi:10.1029/2008JC005197.  

   Little, C. M., TBD, Ph.D. Thesis. In preparation. 
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Progress Report:  Contribution of Domestic and Trans-Pacific Transport of Short- 
                                        Lived Air Pollutants to the 21st-Century Air Quality and Climate 
                                        Changes over the United States: A Study on Chemistry-Climate  
                                        Interaction 
 
Principal Investigator: Junfeng Liu (Princeton Postdoctrial Research Associate) 
 
Other Participating Researchers:  Larry Horowitz (GFDL), Songmiao Fan (GFDL), Hiram Levy II 
(GFDL) 
 
Task II: Cooperative Research Projects and Education 
 
NOAA Lead Collaborator: Larry Horowitz (GFDL) 
 
NOAA Sponsor: Brian Gross (GFDL) 
 
Theme #1:  Earth System Modeling and Analysis 
 
NOAA’s Goal #2:  Understand Climate Variability and Change to Enhance Society’s Ability to Plan and 
Respond  
 
Objectives:  (1) Improve the simulation of short-lived gas-phase and aerosol species in GFDL-AM3. (2) 
Understand the interactions between climate and short-lived air pollutants under present and future 
climate.   
 
Methods and Results/Accomplishments: 
 I have improved the model simulation of short-lived gas-phase and aerosol species (i.e., 
secondary organic aerosol (SOA), black carbon (BC), SO2 and sulfate, as well as photolysis rate for 
photochemical reactions).  Specifically, I have accomplished the following projects:  

1. Improve the online simulation of Secondary Organic Aerosols (SOA) production from both 
anthropogenic and natural sources. Specifically, I merged the MOZART-4 photochemistry and SOA 
scheme into AM3,  added more SOA sources through the oxidation of isoprene, xylene, and benzene. 
With those changes, the global gas-phase SOA production in AM3 is close to other studies. Besides this, I 
have tried different parameterizations for cloud SOA production and found large uncertainties existing in 
current cloud SOA scheme. With this reason, I began to develop a detailed cloud chemistry for SOA (see 
section 4).   

2. Merge FAST-JX model into AM3 to calculate the real-time photolysis rates by considering the 
influence of cloud, aerosols and surface albedo. FAST-JX uses 18 optimized wavelength bins to calculate 
the ultraviolet-visible radiation field. In addition, it solves the 8-stream multiple scattering problem using 
the exact scattering phase function and optical depth. I calculated the scattering coefficient and phase 
function for each aerosol species at different relative humidity based on the Lorenz-Mie theory. The 
refractive indices, accounting for different aerosol mixing combinations as well as hygroscopic growth 
effects at different relative humidity, are treated identically as those used in the radiation calculation in 
AM3. I will collaborate with other people in GFDL to evaluate ozone simulations with the FAST-JX 
photolysis rate.  

3. Improve Black carbon simulations over the Arctic region. I have improved the processes of 
aging (i.e., coating of soluble species onto the surface of black carbon and allow it efficiently removed by 
precipitation), wet deposition and dry deposition for black carbon.  I have evaluated the model with 
ground observations from IMPROVE and EMEP networks as well as three Arctic sites at Alert, Barrow, 
and Zepplin. I also evaluated the model with the ARCTAS aircraft measurements. Currently, the 
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simulation of BC in AM3 is greatly improved ove the Arctic region. I have finished a draft paper and will 
submit it to JGR soon. 

4. Develop detailed cloud chemistry for AM3.  I have developed the code to efficiently calculate 
both gas-phase and cloud chemistry simultaneously. This will improve the heterogeneous production of 
sulfate and SOA in AM3 and can be used to parameterize the cloud production of SOA and sulfate. In 
addition, this platform can be easily extended to include more species related to cloud chemistry. I will 
use this platform to evaluate the global in-cloud production of SOA and the related radiative forcing.  

I almost finished improving the simulation of short-lived species in AM3. I will launch my 
chemical-climate interaction project soon.  
 
Publications: 
 Liu, J, S Fan, LW Horowitz, H Levy II. Factors controlling long-range transport of black carbon 
to the Arctic. Journal of Geophysical Research - Atmosphere, (under internal review). 
 Liu, J, DL Mauzerall, LW Horowitz, P Ginoux, AM Fiore.  Evaluating Inter-continental transport 
of fine aerosols:  (1) Methodology, global aerosol distribution and optical depth, Atmospheric 
Environment, 43 (28), 4327-4338, 2009. 
 Liu, J, DL Mauzerall, LW Horowitz.  Evaluating Inter-continental transport of fine aerosols:  (2) 
Global Health Impacts, Atmospheric Environment, 43 (28), 4339-4347, 2009. 
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Progress Report: Developing Collaborative Research in Climate Dynamics 
 
Principal Investigator: Zhengyu Liu (Visiting Faculty, University of Wisconsin - Madison) 
 
Other Participating Researchers:  T. Delworth (GFDL), R. Zhang (GFDL), A. Rosati (GFDL), S. Zhang 
(GFDL), S. Wu (UW-Madison, J. Cheng (UW-Madison), Y. Liu (UW-Madison)(Princeton) 
 
Task II: Cooperative Research Projects and Education 
 
NOAA Lead Collaborator: T. Delworth (GFDL) 
 
NOAA Sponsor: Brian Gross (GFDL) 
 
Theme #1:  Earth System Modeling and Analysis 
 
NOAA’s Goal #2:  Understand Climate Variability and Change to Enhance Society’s Ability to Plan and 
Respond (90%) 
NOAA’s Goal #3:  Serve Society’s Needs for Weather and Water Information  (10%) 
 
Objectives:  The main objective is to study climate dynamics of decadal climate variability, its 
mechanism and prediction.       
 
Methods and Results/Accomplishments: 
            Two seminars were presented: Assessing global atmospheric feedback to SST variability modes 
using GEFA and Transient simulation of deglacial climate evolution towards Bolling Arnold warming. 
            I have had an extensive discussion with Drs. T. Delworth and R. Zhang in initiating a model-
observational study of the interaction of North Pacific and North Atlantic SST variability. A collaborative 
study is being developed. The focus is: How does the two oceans interact with each other, especially at 
decadal time scales? The UW side has performed preliminary analysis in the observation   and seems to 
have identified a modestly, but statistically significant, stronger North Atlantic SST impact on the North 
Pacific for decadal variability.  (see the figures and caption below). A more through statistical test is 
underway. The analysis will later be applied to the IPCC AR4 simulations to assess the model response.  
The GFDL side is preparing some sensitivity experiments in CM2.1. It is hoped that both the modeling 
and observational efforts can be combined together eventually to clarify this issue. 
            I have initiated a collaboration with Shaoging Zhang and A. Rosati on a new strategy to tune 
model parameters in a fully coupled model using Ensemble Kalman Filtering (EnKF). A theoretical work 
using simple models is underway, and a formal proposal to NOAA NESDIS will be submitted soon to 
formally start this work on coupled GCMs.  
            I have discussed glacial tracer distribution and water ventilation with A. Gnanadesikan and R. 
Toggweiller . Our discussion stimulated us in interpreting CCSM3 glacial ventilation in reference to the 
potential implication on carbon cycle (collaboration with E. Brady at NCAR) and is likely to stimulate 
further studies. A manuscript is in progress. 
            Other topics discussed included: glacial thermohaline and paleoclimate response with S. Manabe; 
deep western boundary dynamics with K. Bryan; the analysis of AMO impact on global climate with T. 
Delworth and R. Zhang; the analysis and sensitivity experiments on Antarctic climate response in the 
GFDL CM2.1 with T. Delworth; North Pacific variability and coupled energy transport with G. Vallis; 
some nonlinear dynamics and Africa monsoon with I. Held; atmospheric teleconnection dynamics with G. 
Lau; and aerosol and dust-climate interaction with Y. Ming. 
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Fig.1: Observational analysis of maximum 5 lead-lag correlations between annual North Pacific 
variability and various North Atlantic SST variability (NA1, EOF1, NA2, EOF2 and AMO for basin 
average). As for the relation between NP and AMO (red), it is seen that the lead-lag correlation is 
asymmetry with the AMO leading NPO at about 15 years as a relative maximum at decadal time scale 
(while NP lead NA at interannual time scale perhaps related to ENSO). This suggests a potentially AMO 
lead on NP at decadal time scales. 
 
 

 
 
Fig.2: Monte Carlo test of the significance of the 5-maximum lead-lag correlation. It shows that the AMO 
lead of NP at year 15 is statistically significant over 95% (outer dashed line) level.  
 
 
Publications: 
 Liu, Z., S. Zhang and A. Rosati, 2009: Coupled data assimilation for a simultaneous improvement 
of the model and analysis: II: Climate assimilation with multiple time scales.  In prep. 
             Zhang, S., Z. Liu and A. Rosati, 2009: Coupled data assimilation for a simultaneous improvement 
of the model and analysis: I: the Dynamically Adaptive Ensemble Kalman Filter.  In prep. Monthly 
Weather Review, submitted. 
             Wu, S., R. Zhang, Z. Liu and T. Delworth, 2009: Analysis of the interaction between North 
Atlantic and North Pacific decadal climate variability. To be submitted.  
             Brady, E. Z. Liu, B. Otto-Bliesner, F. He and A. Gnanadesikan, 2009: Modeling glacial deep 
ocean ventilation in CCSM3: Younger water with old carbon. Earth and Planetary Science Letters, in 
preparation.       
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Progress Report: Oceanic Controls on Hurricane Intensity 
 
Principal Investigator: Ian Lloyd  (Princeton graduate student)  
 
Other Participating Researchers:  Gabriel Vecchi (GFDL), Ngar-Cheung Lau (GFDL) 
 
Task II: Cooperative Research Projects and Education 
 
NOAA Lead Collaborator: Gabriel Vecchi and Ngar-Cheung Lau (GFDL) 
 
NOAA Sponsor: Brian Gross (GFDL) 
 
Theme #1:  Earth System Modeling and Analysis 
 
NOAA’s Goal #2:  Understand Climate Variability and Change to Enhance Society’s Ability to Plan and 
Respond  
 
Objectives:  To investigate the relationships between oceanic conditions and tropical cyclone intensity 
using observations and model simulations 
 
Methods and Results/Accomplishments: 
 The focus of  Llyod's research this year has been on analyzing observational data to find evidence 
for oceanic controls on hurricane intensity.  He has been conducting this work in collaboration with Dr. 
Gabriel Vecchi.  He computed a composite of tropical cyclones (from IBTRACS data) over a 10-year 
period, using microwave satellite data (TRMM/TMI) to examine sea surface temperature changes before, 
during, and after tropical cyclone passage.  Using atmospheric reanalysis data (NCEP) and subsurface 
ocean observations (from the GFDL coupled ocean data assimilation), he found that when averaging over 
a large number of tropical cyclones, the most extreme cyclones produced the smallest ocean cooling.  
This result was used to argue that oceanic feedback could act to inhibit intensification of tropical 
cyclones, and that future changes in large-scale oceanic conditions influence tropical cyclone intensity, in 
addition to other environmental factors.  He plans shortly to submit a paper on this topic entitled 
“Observational evidence for oceanic controls on hurricane intensity” to Journal of Climate.  He has also 
been developing conceptual models to explain his observational results, and is currently examining data 
from the GFDL forecast models. 
            Llyod’s first paper was published in February 2010 (Lloyd and Vecchi 2010), and he has 
presented posters this year at AGU and Ocean Sciences.  He has also received a PEI-STEP fellowship to 
explore the environmental policy implications of his work.   He is working with Professor Michael 
Oppenheimer (GEO/WWS) on the topic “global governance of geoengineering”. 
 
Publications: 
 Lloyd I. D., and G. A. Vecchi, 2010: “Observational Evidence for Oceanic Controls on Hurricane 
Intensity”.  Journal of Climate, in prep. 
             Lloyd I. D., and G. A. Vecchi, 2010: “Submonthly Indian Ocean Cooling Events and their 
Interaction with Large-Scale Conditions”. Journal of Climate, 23(3), 700-716. 
             Lloyd, I. D, 2009:  Book review for "The Earthscan reader on Adaptation to Climate Change", 
Edited by E. Lisa, F. Schipper, and Ian Burton.  International Journal of Climate Change: Strategies and 
Management, 1(3). 
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Progress Report: Aerosol Properties Simulated by GFDL Atmospheric Model 
 
Principal Investigator: Brian Magi (Research Associate in 2009, Associate Research Scholar in 2010) 
 
Other Participating Researchers:  Paul Ginoux (GFDL), V. Ramaswamy (GFDL), Dilip Ganguly 
(Princeton), Elena Shevliakova (Princeton), Steve Pacala (Princeton), Vaishali Naik (HPTi/GFDL), Yi 
Ming (GFDL) 
 
Task II: Cooperative Research Projects and Education 
 
NOAA Lead Collaborator: Paul Ginoux and V. Ramaswamy (GFDL) 
 
NOAA Sponsor: Brian Gross (GFDL) 
 
Theme #1:  Earth System Modeling and Analysis 
 
NOAA’s Goal #2:  Understand Climate Variability and Change to Enhance Society’s Ability to Plan and 
Respond  
 
Objectives:  1.  To better understand the aerosol simulation in the third version of the GFDL Atmospheric 
Model (AM3).  2.  To improve the simulation of fire in the GFDL Land Model  
 
Methods and Results/Accomplishments: 
 Building on findings and techniques analyze regional aerosol properties output from the GFDL 
Atmospheric Model described by Magi et al. (2009), I worked on expanding the analysis techniques to 
larger spatial scales and to include more metrics.  I developed an analysis technique to compare regional 
aerosol output fields from AM3 with regional aerosol data products from the two MODIS instruments 
(Terra and Aqua satellites) and the MISR instrument.  It is clear that although global aerosol optical depth 
(AOD) is in agreement with satellite and ground-based data, the agreement in different regions can often 
be poor, both in terms of magnitude and seasonality.  I am working with Paul Ginoux and Dilip Ganguly 
on understanding why the discrepancies exist as preparation for a paper evaluating the aerosol simulation 
by AM3.  One new comparison I am working on is the simulation of aerosol mass concentration which 
we found in Magi et al. (2009) to be poorly represented with respect to in situ measurements.  There are 
scale differences between the data and the model, but it is unclear whether this could account for an order 
of magnitude difference.  I published a synthesis of aerosol mass concentrations from southern Africa in 
Magi (2009) to serve as the basis for a deeper analysis of basic aerosol properties which I am preparing as 
to submit.  The theme to my research is then two-fold:  Understand the model and break down the 
assumptions, and better prepare the data for more appropriate comparisons with model output.  I am 
searching for the disconnects between the measurements and the models, and several of my presentations 
listed below addressed this disconnect, including an overview presentation Vaishali Naik and I 
collaborated on for the GFDL hosted AeroCom (Aerosol Model Intercomparison) workshop in October 
2009. 
           In January 2010, I started a project with Steve Pacala and Elena Shevliakova to implement a fire 
model in the next generation of the GFDL Land Model and Earth System Model.  I am modifying a fire 
model described by Pechony and Shindell (2009), and working with Princeton ecologists and modelers to 
connect fire occurrence with emissions in the Atmosphere Model.  My goals are to explore fire history in 
the Land Model, but also to understand the overall emissions.  My preliminary results from the stand-
alone fire model (Figure 1) suggest that regional fire seasonality is accurately simulated, but we are still 
trying to understand the overall magnitude of fire occurrence, which would clearly impact the emissions.   
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Figure 1.  Mean monthly output from the stand-alone fire model currently in development.  
Y-axis shows normalized fire counts from the model (black), Terra MODIS with 10:30 
overpass time (red), and Aqua MODIS with 13:30 overpass time (blue).  Months are on the 
x-axis.  Gray shading shows variability of the model over the 10 year average.  The left 
figure is the tropics (-22.5 to 22.5 degrees latitude, where most fires occur) and the right 
figure is for the Northern Hemisphere midlatitudes (30 to 55 degrees latitude).  Linear 
correlation coefficients (r) are listed and the model is significantly correlated with both 
MODIS instruments.   

 
 
References: 
 Pechony, O. and D. T. Shindell (2009), Fire parameterization on a global scale, J. Geophys. Res., 
114, D16116, doi:10.1029/2009JD011927. 
 
Publications: 
 Magi, B.I., P. Ginoux, D. Ganguly, et al. (2009), Analysis of the global and regional aerosol 
simulated by Version 3 of the GFDL Atmospheric Model, in preparation. 
             Magi, B.I. (2009), Chemical apportionment of southern African aerosol mass and optical depth, 
Atmos. Chem. Phys., 9, 7643-7655. 
             Magi, B.I., P. Ginoux, Y. Ming, and V. Ramaswamy (2009), Evaluation of tropical and 
extratropical Southern Hemisphere African aerosol properties simulated by a climate model, J. Geophys. 
Res., 114, D14204, doi:10.1029/2008JD011128. 
             Magi, B.I. and P. Ginoux, A Burning Question That Needs to Be Answered, Poster presentation, 
8th AeroCom (Aerosol Intercomparison Project) Workshop, October 2009. 
             Magi, B.I. and V. Naik, Historical Aerosol Emissions, Oral presentation, 8th AeroCom (Aerosol 
Intercomparison Project) Workshop, October 2009. 
             Magi, B.I., P. Ginoux, Y. Ming, and V. Ramaswamy, The Reality of Simulating the Biomass 
Burning Aerosol over Southern Africa, Poster presentation, NOAA GFDL Laboratory Review, June 
2009. 
             Magi, B.I., Emissions, Seminar presentation, GFDL-NCAR Atmospheric GCM Meeting, April 
2009.  

53



Progress Report: Simulation of the Human Land Use Influence on the Historic  
                                       Terrestrial Co2 Fluxes 
 
Principal Investigator: Sergey Malyshev (Associate Research Scholar) 
 
Other Participating Researchers:   Elena Shevliakova (Princeton University), Ronald J. Stouffer 
(GFDL), Lori T. Sentman (GFDL), George C. Hurtt (University of New Hampsire), Louise P. Chini 
(University of New Hampsire), Stephen W. Pacala (Princeton University) 
 
Task II: Cooperative Research Projects and Education 
 
NOAA Lead Collaborator: Ronald J. Stouffer (GFDL) 
 
NOAA Sponsor: Brian Gross (GFDL)  
 
Theme #1:  Earth System Modeling and Analysis 
 
NOAA’s Goal #2:  Understand Climate Variability and Change to Enhance Society’s Ability to Plan and 
Respond  
 
Objectives: To investigate the influence of the human land use on the terrestrial carbon dioxide fluxes 
over the historic period. 
 
Methods and Results/Accomplishments: 

Terrestrial biosphere is a major component of the global carbon cycle, the one affected the most 
by the human activities, such as land use, and by the natural variability of the climate on relatively short 
time scales. 

To investigate the influence of the human land use on the terrestrial carbon dioxide fluxes over 
the historic period, we performed a long-term historical simulation with the atmospheric GCM coupled to 
the dynamic vegetation model capable of representing land use processes. Atmospheric component is 
AM2 (Anderson et al., 2004 and Delworth et al., 2006), with the horizontal resolution of 2° latitude by 
2.5° degree longitude, and 24 vertical layers with the top of the atmosphere at approximately 40 km. The 
ocean is represented by 50-m deep slab model, strongly nudged toward historical HadISST sea surface 
temperature (SST) data set (Rainer et al., 2003). The nudging used 5-day restoring time, so effectively the 
model was run with the SST close to the observations. Before the start of the record (1870) we used the 
first 30 years of this record repeatedly. Also, before 1860 we used the year 1860 radiative forcings (solar, 
volcanoes, greenhouse gases and aerosol concentrations); after this year the historical estimates of the 
radiative forcings were used. 

The terrestrial component is LM3V (Shevliakova et al., 2009). Its dynamic vegetation and soil 
carbon model operates on medium and long time scale ranging from days to years and includes models 
predicting carbon allocation, vegetation growth, disturbance and biogeography. The land surface model 
operates on fast time scales ranging from minutes to hours and includes canopy biophysics, ecosystem 
CO2 exchange, soil and snow thermodynamics and water balance, and radiation exchange. 

The vegetation and soil carbon state was equilibrated before the start of the simulations to 
eliminate the initial drift. Starting in 1700 through 2000, the land use transition scenario (Hurtt et al., 
2009) was applied in one of the simulations (LU simulation). The other continued to run with undisturbed 
(potential) vegetation (PV simulation).In both simulations the CO2 concentration used for photosynthesis 
was set to remain at the pre-industrial level, thereby turning off any possible effects of CO2 fertilization. 

The simulated 20th century climate is close to climate obtained by a GFDL AR4-class model 
using a previous land surface scheme (Milly et al., 2002) driven by the same SST and atmospheric 
forcings. 
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In the LU simulation, the area of the vegetation undisturbed by the human activity decreases 
steadily with time (Figure 1). The rate of transitions vary both geographically and temporally, with some 
significant changes in the land use practices in the latter part of 20th century. In all regions the rate of 
expansion of croplands and pastures slowed down during this period, while the secondary vegetation area 
steadily increased.  

The carbon flux difference due to land use (Figure 2) is 0.52 PgC/year on average in preindustrial 
time (1750-1859) and 1.29 PgC/year averaged over the industrial period (1860-2000). The difference of 
total carbon flux due to land use is relatively constant over the 20th century. It is 1.43 PgC/year in 1900-
1950 and 1.39 PgC/year in 1950-2000, compared to 0.89 and 1.44 in TRENDS data set (Houghton, 
2008). 

Total net primary production (NPP) in the LU simulation decreased compared to the PV 
simulation, reducing the vegetation uptake of carbon from the atmosphere. Soil respiration in the LU 
simulation also decreases, with noticeable trend downward with time. The reduction of soil respiration 
reduces soil carbon emissions from the biosphere. 

Carbon emissions from the land use activities are one of the major contributors to the net 
terrestrial flux. The emissions from land clearing and wood products consumption are of the same 
magnitude as the emissions from the agricultural product consumptions. 

The simulated variability of the global carbon fluxes is large compared to the long-term average. 
The inter-annual variability is approximately 2.5 PgC/year in both simulations, and even for 10-year 
averages it is 0.7 PgC/year. The variability of the regional fluxes – compared to the regional long-term 
means – is even larger. Despite the large variability, the geographic pattern of the difference in the 1860-
2000 average C flux clearly shows regions of extensive land use, responsible for the outgassing during 
that period. The 10-year averages of the net C fluxes for the 1980s and 1990s show different patterns of 
the carbon flux change due to land use. The change in the spatial distribution of sources and sinks 
between the 1980s and 1990s could be attributed to both the changes in the land use practices and decadal 
climate variability. 

 
These results were presented at the Fall 2009 AGU Meeting, 14-18 December 2009. 

 

 
 
Figure 1. Global land use area by land use type. 
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Figure 2. Change in the total terrestrial carbon flux to the atmosphere due to land use, 10-year running 
mean, PgC/year. 
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Progress Report: Effect of Sea Ice Ridging in a Global Coupled Climate Model 
 
Principal Investigator: Torge Martin (Princeton, Postdoctoral Research Associate) 
 
Other Participating Researchers:  Mike Winton (GFDL) 
 
Task II: Cooperative Research Projects and Education 
 
NOAA Lead Collaborator: Mike Winton (GFDL) 
 
NOAA Sponsor: Brian Gross (GFDL) 
 
Theme #1:  Earth System Modeling and Analysis 
 
NOAA’s Goal #2:  Understand Climate Variability and Change to Enhance Society’s Ability to Plan and 
Respond  
 
Objectives:  Introducing a numerical sea ice ridging scheme to the sea ice model component of GFDL's 
coupled climate model in order to account for dynamic sea ice growth. 
 
Methods and Results/Accomplishments: 
 Growth and melt of sea ice are thermodynamic processes. However, sea ice thickness can also 
increase due to dynamic effects. A convergent sea ice drift field puts the floes under pressure, which can 
result in fracturing of the ice. Blocks of broken ice pile up along these fractures or rims of thicker ice 
floes in so-called ridges. Ridges are more common for Arctic sea ice than Antarctic. Large parts of the 
Arctic sea ice cover are deformed, and because thicker ice is more resistive against pressure and melt it is 
important to consider ridging in large-scale sea ice models. Furthermore, ridging leads to an opening of 
the sea ice cover affecting the heat exchange between ocean and atmosphere. As global coupled climate 
models have horizontal resolutions of 102 km the ridging process needs to be parameterized. 
 Fundamental ideas on sea ice ridging parameterizations date back to the 1970s (e.g. Rothrock, 
1975). A more recent work of Lipscomb et al. (2007) presents an improved, numerically stable algorithm 
for the use in large-scale simulations. We apply this algorithm, which describes ridging based on the 
available energy depending on the state of sea ice motion as well as ice thickness and fractional coverage, 
to the Sea Ice System (SIS) of GFDL's model suite. This allows us to test the impact of ridging in a global 
coupled climate model set up, which includes the atmosphere and land models AM2 and LM2, 
respectively, and the ocean model MOM4.1. 
 We ran the coupled model with ridging (experiments RDG) and without (CTRL) and with low 
(DARK) and high surface albedo values for snow and ice (BRIGHT). We used albedo values 0.58 and 
0.68 for ice and 0.80 and 0.88 for snow. The dark case without ridging is comparable to the CM2.1 
simulations, a former GFDL coupled model setting used for IPCC AR4 runs. However, in order to better 
resolve deformed ice, we have increased the number of ice thickness categories from 5 to 10 adding more 
classes for thick sea ice. 
 A comparison of the four different simulations described above reveals that ridging increases the 
sea ice mass and makes the ice cover more sensitive to climate feedbacks. Ridging increases the sea ice 
thickness by about 0.5 m in the central Arctic or locally by more than 1 m in coastal areas (Figure 1). The 
increased albedo in the BRIGHT runs helps to emphasize the results of ridging. In general, the impact of a 
brighter albedo exceeds the effect of ridging. However, ridging importantly changes the spatial 
distribution of ice thickness. In the experiment CTRL_BRIGHT there is a dominant north-south gradient 
visible with a maximum at the North Pole. This pattern is typical for purely thermodynamic sea ice 
models because it reflects the strong seasonality of solar radiation in these high latitudes. This is different 
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in the RDG_BRIGHT run where dynamic sea ice processes are able to affect the sea ice thickness and its 
distribution is more realistic. 
 The opening of the sea ice cover due to ridging enhances the seasonality of the ice. In winter 
opening enables an increased heat loss from the ocean accompanied by an enhanced sea ice production. In 
contrast, the ocean can gain more heat in summer by absorbing short wave radiation resulting in a 
stronger sea ice retreat. 
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Figure 1 Five year average of mean sea ice thickness in the Arctic for experiments CTRL_DARK (upper 
left), RDG_DARK (lower left), CTRL_BRIGHT (upper right) and RDG_BRIGHT (lower right).  
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Progress Report: Tidal Mixing Over Rough Topography 
 
Principal Investigator: Maxim Nikurashin (Postdoctoral Research Associate) 
 
Other Participating Researchers:  Sonya Legg (Princeton/GFDL) 
 
Task II: Cooperative Research Projects and Education 
 
NOAA Lead Collaborator: Robert Hallberg (GFDL) 
 
NOAA Sponsor: Brian Gross (GFDL) 
 
Theme #1:  Earth System Modeling and Analysis 
 
NOAA’s Goal #2:  Understand Climate Variability and Change to Enhance Society’s Ability to Plan and 
Respond  
 
Objectives:  To understand tidal mixing processes in the ocean in order to develop physically-based 
mixing parameterizations that could be used in ocean general circulation models 
 
Methods and Results/Accomplishments: 
 In this study, we explored radiation and dissipation of internal tides using a high-resolution 
nonhydrostatic numerical model, which explicitly resolves instabilities leading to wave breaking. A 
distinguishing feature of these simulations is the use of realistic, multiscale topography. The control 
simulation, chosen to represent the Brazil Basin region where enhance abyssal mixing has been observed, 
produces a vertical profile of energy dissipation and temporal characteristics of finescale motions 
consistent with observations. This numerical simulation setup is a unique tool which can be used to study 
tidal mixing in the abyssal ocean as well as to test both present and future tidal mixing parameterizations. 
             Our results show that the bulk of the abyssal mixing observed in the Brazil Basin region is 
sustained by internal tides radiated from abyssal hill topography. For a wide range of parameters, the 
primary mechanism driving mixing in the bottom few hundred meters is the transfer of energy from the 
large-scale internal tides to smaller scale internal waves by the Parametric Subharmonic Instability, a 
class of nonlinear wave-wave interactions. We carried out a number of sensitivity experiments to examine 
the dependence of the bottom energy conversion and energy dissipation on topographic roughness, tidal 
amplitude, stratification, and Coriolis frequency parameters. Results of the sensitivity experiments show 
that both the vertical shape and the decay scale of the energy dissipation profile vary significantly with 
parameters. It implies that current tidal mixing parameterization, based on fixed vertical redistribution of 
energy dissipation, is not an accurate representation. 
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Progress Report: Source Regions of Arctic Haze 
 
Principal Investigator: Ilissa Ocko (Princeton Graduate Student) 
 
Other Participating Researchers:  Venkatachalam Ramaswamy (GFDL) 
 
Task II: Cooperative Research Projects and Education 
 
NOAA Lead Collaborator: V. Ramaswamy (GFDL) 
 
NOAA Sponsor: Brian Gross (GFDL) 
 
Theme #1:  Earth System Modeling and Analysis 
 
NOAA’s Goal #2:  Understand Climate Variability and Change to Enhance Society’s Ability to Plan and 
Respond  
 
Objectives:  To determine the origins of Arctic haze using back-trajectory analyses as a way to surmise 
Arctic air-mass source regions. 
 
Methods and Results/Accomplishments: 
 My methods included calculating thousands of backward air-mass trajectories using the NOAA 
ARL HYSPLIT model, in order to statistically assess the air-mass climatology of two Arctic research 
stations  - Barrow, Alaska and Ny-Alesund, Norway. Back-trajectories were calculated twice daily for 6 
years, for three different arrival elevations. In order to analyze all calculated trajectories, I created a 
categorizing algorithm to group together trajectories from different source regions. My results showed 
that the dominant air-mass source region depended on arrival elevation of the air parcel, and the intrusion 
of Asian air increased with altitude. The dominant source regions for Barrow and Ny-Alesund above the 
inversion layer were North America and Europe, respectively. My results for Barrow were consistent with 
results seen in previous studies.    
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Progress Report: Modeling Sea Ice-Ocean-Ecosystem Responses to Climate Changes in the  
                                       Bering-Chukchi-Beaufort Seas with Data Assimilation of RUSALCA  
                                       Measurements 
 
Principal Investigator: Leo Oey (Princeton Research Scholar) 
 
Task III: Individual Projects 
 
NOAA Lead Collaborator: John Calder  (OAR – Arctic Research Office) 
 
NOAA Sponsor: John Calder (OAR – Arctic Research Office) 
 
Theme #1:  Earth System Modeling and Analysis 
 
NOAA’s Goal #2:  Understand Climate Variability and Change to Enhance Society’s Ability to Plan and 
Respond  
 
Objectives:  To understand the role of the Arctic Ocean to climate. 
 
Methods and Results/Accomplishments: 
 A numerical ocean circulation model with realistic topography, but with an idealized forcing that 
includes only lateral transports is used to study the role of the Alaskan Stream (AS) in modulating the 
Bering Sea (BS) variability. Sensitivity experiments, each one with a different strength of the AS 
transport reveal a non-linear BS response. An increase of AS transport from 10 to 25 Sv causes warming 
(~0.25 ºC mean, ~0.5 ºC maximum) and sea level rise in the BS shelf due to increased transports of 
warmer Pacific waters through the eastern passages of the Aleutian Islands, but an increase of AS 
transport from 25 to 40 Sv had an opposite impact on the BS shelf with aslight cooling (~-0.1 ºC mean, ~-
0.5 ºC maximum). As the AS transport increases, flows through passages farther downstream in the 
western Aleutian Islands are affected and the variability in the entire BS is reduced. Transport variations 
of ~0.1Sv in the Bering Strait are found to be correlated with mesoscale variations of the AS and 
associated transport variations in the Aleutian Islands passages. These results have important implications 
for understanding the observed variations in the Bering Strait and potential future climate variations in the 
Arctic Ocean. 
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Progress Report: Antarctic Sub-Polar Atmospheric Circulation 
 
Principal Investigator: Isidoro Orlanski (Princeton Senior Researcher)  
 
Other Participating Researchers:  Dr. Silvina Solman Center for Atmospheric and Ocean Research, 
Buenos Aires University 
 
Task II: Cooperative Research Projects and Education 
 
NOAA Lead Collaborator: V. Ramaswamy (GFDL) 
 
NOAA Sponsor: Brian Gross (GFDL) 
 
Theme #1:  Earth System Modeling and Analysis 
 
NOAA’s Goal #2:  Understand Climate Variability and Change to Enhance Society’s Ability to Plan and 
Respond (80%) 
NOAA’s Goal #3:  Serve Society’s Needs for Weather and Water Information (20%) 
 
Objectives:  To understand the role of the mutual interaction between external Rossby waves and 
convective regions. 
 
Methods and Results/Accomplishments: The mutual interaction between external Rossby waves 
 and thermal forcing:  The sub-polar regions. 
            The role and dynamics of large stationary and quasi-stationary atmospheric circulation has 
stimulated considerable discussion in the scientific community. We illustrate how a quasi stationary wave 
can be intensified by a thermal source, usually due to latent heating by convection or other eddy induced 
diabatic heating. Moreover, under some conditions, the circulation of the equivalent barotropic wave 
could organize a convective region and enhance the thermal forcing by supplying moisture to the area of 
convection. This process of mutual interaction could explain the persistent large amplitude of external 
Rossby waves, in spite of diffusive effects that high frequency eddies can exert on these waves. For this 
study, we chose the quasi-stationary patterns that are observed on the south eastern Pacific Ocean and the 
periphery of Antarctica (Solman and Orlanski 2010). 

A series of experiments have been carried out with a dynamic core of a global spectral model in 
order to evaluate the possibility of a positive feedback between the external wave and a thermal forcing. 
The main thrust of the paper is based on the results with an idealized feedback to the thermal forcing, 
which depends on the low level meridional velocity strengthening or weakening the thermal forcing. The 
feedback of the thermal forcing has some similarity to the well know formulation of the waves-CISK.  
However, where in that case the convection is excited by surface convergence, as it is common in the 
tropics, in this case the convection is more correlated with the horizontal advection of heat and moisture.  

Sensitivity simulations with a simple interactive forcing tend to show an increase of the response 
amplitude in the upper levels when compared with a Control run, with the interactive forcing solution 
displaying the largest amplitude. The simulations shows that considerable amplification can be obtained 
by increasing the feedback of the forcing due to the self organization of convection at the western side of 
the stationary high pressure system (Orlanski and Solman 2010).  
            Although we chose a particular region for the purpose of explaining this process, it is clear that 
these phenomena could occur in any region where such circulation is excited. More studies are required to 
simulate other conditions over the globe that could be favorable for these types of interactions. Also, the 
preferred time scale for such interaction requires further study. 
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Fig 1. The schematic diagram depicts two classic responses: due to thermal forcing (a), and remote 
forcing(b).  The interaction between the external wave and local thermal forcing is shown in (c). a) Shows 
a baroclinic response to the thermal forcing (red surface ellipsoid), the low level wind in this case (dark 
blue arrow) advects cold dry air over the thermal forcing region.  b) Show a system of high and low that 
was remotely generated by a tropical source. c) The superposition of both mechanisms remote forcing and 
thermal forcing shows that the lower levels wind (red arrow) could advect warm moist air into the thermal 
forcing region (red ellipsoid) that reinforces the heat source and enhance the upper level external wave as 
it is indicated by H+ , at lower levels since the thermal forcing tends to produce a low pressure center, the 
external wave high is shown diminished H-.  
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Progress Report: Mechanisms of Jet Interaction and Climate Variability 
 
Principal Investigator: Amanda O'Rourke (Princeton University) 
 
Other Participating Researchers:  Geoff Vallis (Princeton) 
 
Task II: Cooperative Research Projects and Education 
 
NOAA Lead Collaborator: Isaac Held (GFDL) 
 
NOAA Sponsor: Brian Gross (GFDL) 
 
Theme #1:  Earth System Modeling and Analysis 
 
NOAA’s Goal #2:  Understand Climate Variability and Change to Enhance Society’s Ability to Plan and 
Respond  
 
Objectives:   To understand how the interactions of the subtropical and eddy driven jets pertain to 
midlatitude climate variability 
 
Methods and Results/Accomplishments: 
 The annular modes describe the primary mode of hemispheric climate variability in the 
midlatitudes and have been tied to changes in both the frequency and strength of regional wintertime 
storms [Thompson and Wallace, 2001]. The annular modes are typically described by changes in the 
strength and location of the zonal mean zonal wind. The atmosphere supports dynamically distinct 
mechanisms for the maintenance of zonal mean zonal winds: the conservation of angular momentum and 
the meridional convergence of eddy momentum flux. These two mechanisms are associated with the 
baroclinic “subtropical” jet and barotropic “eddy-driven” or “midlatitude” jets, respectively. 
            The interaction of an eddy driven jet with a mean meridional shear has been investigated using an 
idealized, quasigeostrophic barotropic model on a β-plane. The eddy driven jet is forced by zonally 
symmetric random Marokivan stirring, as in Vallis et al. [2004], and is localized in latitude. The model is 
relaxed to a prescribed zonal jet that is offset in latitude from the stirring region. In statistically steady 
state, we find that both the structure and the variability of the zonal mean zonal wind are sensitive to the 
forcing parameterization, particularly to the separation distance between the stirring and relaxation 
regions. We find that the location of both turning latitudes and critical latitudes influence the meridional 
propagation of eddies and determine the number of distinct maxima in the time-averaged zonal mean 
zonal wind. Additionally, it is found that the coupled jet system produces jet merger and separation events 
over long timescales relative to the forcing timescale–a behavior that has been associated with the 
observed annular modes [Vallis and Gerber, 2008].   
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Progress Report: Water Mass Formation Processes and their Evolution under Warming 
                                        Scenarios in Coupled Climate Models 
 
Principal Investigator: Jaime Palter (Postdoctoral Teaching Fellow) 
 
Task III: Individual Projects 
 
NOAA Lead Collaborator: Stephen Griffies and Anand Gnanadesikan (GFDL) 
 
NOAA Sponsor: Brian Gross (GFDL) 
 
Theme #1:  Earth System Modeling and Analysis 
 
NOAA’s Goal: #2:  Understand Climate Variability and Change to Enhance Society’s Ability to Plan and 
Respond  
 
Objectives:  To assess the processes responsible for the formation of mode, intermediate, and deep waters 
in GFDL's coupled climate models and compare these processes to those inferred from the observational 
record.  To evaluate how projected warming will alter these processes.  To enhance our understanding of 
expected changes in the ocean carbon sink due to the evolution of water mass formation processes.      
 
Methods and Results/Accomplishments:   
            Because the formation of mode waters provides a pathway for heat, carbon and other tracers to 
efficiently invade a massive volume of the ocean, understanding the processes that govern water mass 
formation is a critical component of understanding climate variability and change.  GFDL’s coupled 
climate models have been run with two ocean models: CM2M uses the level coordinate model, MOM; 
CM2G uses the isopycnic coordinate model, GOLD.  Various differences in water mass properties in the 
ocean interior have been noted in the results from these runs.  For example, we find that the strength and 
location of the potential vorticity (PV) minimum in the pycnocline of each subtropical gyre (a measure of 
the thickness of the mode waters) is strikingly different among the models.  The ocean-only version of 
MOM, forced with the atmospheric reanalysis product known as CORE [Griffies et al., 2009; Large and 
Yeager, 2009], produces PV minima with great fidelity to observations (Figure 1a and 1b).  However, the 
potential vorticity minima in the Southern Ocean, North Atlantic and North Pacific is too low in both 
coupled models CM2M, CM2G and CM2p1 (Figure 1c-e), the latter of which is a benchmark model used 
in the IPCC AR4 Assessment Report.  This pattern is suggestive of hyper-ventilation of the subtropical 
North Pacific, North Atlantic and the Subantarctic Mode Water formation region (Figure 1c and 1d).  In 
this project, we have begun identifying the contrasting properties of the mode waters between the two 
models and are seeking an understanding of the consequences of these differences on the global climate 
and ocean carbon storage. 
            In the first six months of this project, a team of Princeton and GFDL researchers geared up to 
evaluate the dominant processes responsible for the formation of water masses in GFDL’s two ocean 
models both in their ocean-only configuration and coupled to the atmosphere.  We identified the Walin 
[1982] formulation as a powerful framework for evaluating water mass formation processes.  In this 
framework, the formation of water masses (i.e. the net diapycnal flux across isopycnals bounding the 
water mass of interest) is attributed to the sum of air-sea fluxes and interior diapycnal mixing, according 
to the equation: 
 

                                                   
dV

dt
 F 

D


   (1) 
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where V is the volume of the water mass of interest (with a central density ), F is the air-sea flux of 
buoyancy at the water mass’s outcrop, the derivative is the diapycnal flux of buoyancy due to interior 
mixing processes, and  represents the volume flux into our out of the control volume.  To explicitly 
evaluate each of the terms that contribute to water mass formation, all interior buoyancy fluxes via 
diapycnal mixing must be archived, a goal for model runs slated for the coming months.  We have 
recently produced the first maps of water mass transformation due to air-sea fluxes of heat and freshwater 
in CORE-forced MOM4.1, CM2M, and CM2G for the North Atlantic and North Pacific. 
            An additional innovation I have begun exploring is the application of the Walin framework to the 
formation of the oceanic carbon reservoir.  While recent work has provided a robust picture of the time-
mean oceanic sources and sinks of atmospheric CO2 [Gruber et al., 2009], few analyses to date provide 
insight on how strongly, how quickly, and by what mechanisms the ocean carbon sink will respond to 
changes in forcing.  I am developing a method that uses the Walin formulation to advance these insights. 
The oceanic carbon reservoir in a given water mass with central density, , evolves due to changes in both 
the volume of the water mass (V) and the concentration of carbon in the water mass (C) over time: 
  

                                 
d(VC)

dt
 C

dV

dt
V

dC

dt
  (2) 

 
The first term on the right hand side of the equation describes the evolution of the ocean carbon reservoir 
due to changes in the volume of a given water mass, and can be further decomposed into the contribution 
from air-sea fluxes and interior mixing according to equation 1.  The second term on the right hand side is 
the change in the carbon reservoir due to changes in the carbon concentration in the water mass over time 
and can be further decomposed into contributions from changes to the biological pump, the solubility 
pump of natural carbon, and the uptake of anthropogenic carbon.  As I continue to proceed with this 
analysis, I anticipate the development of a mechanistic and quantitative description of the formation of the 
ocean’s carbon reservoir, its temporal variability in ocean-only historical simulations, and its expected 
changes under warming scenarios.  
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Figure 1: Potential vorticity (PV) at 200 m in (a) observations and four GFDL models: (b) The 
MOM4.1 ocean-only hindcast simulation run with interannually-varying CORE-forcing (average 
over years 1985-2005). c-e) The coupled models forced with 1990 radiation and averaged over the 
second century: c) CM2M, d) CM2G, e) CM2p1. 
 

67



Progress Report: Topographic Venting of Ganges Valley Pollutants 
 
Principal Investigator: Arnico K. Panday (Princeton Postdoctoral Research Associate) 
 
Other Participating Researchers:  Larry Horowitz (GFDL), Hiram Levy (GFDL), Eri Saikawa 
(Princeton), Vaishali Naik (GFDL), Masayuki Takigawa (JAMSTEC, Yokohama), Paolo Bonasoni 
(ISAC-CNR, Bologna), Paolo Cristofanelli (ISAC-CNR, Bologna), Jayanta Kar (U. of Toronto & NASA 
Langley), Maheswar Rupakheti (UNEP RRCAP, Bangkok), Bidya Banmali Pradhan (ICIMOD, 
Kathmandu) 
 
Task II: Cooperative Research Projects and Education 
 
NOAA Lead Collaborator: Larry Horowitz (GFDL) 
 
NOAA Sponsor: Brian Gross (GFDL) 
 
Theme #1:  Earth System Modeling and Analysis 
 
NOAA’s Goal #2:  Understand Climate Variability and Change to Enhance Society’s Ability to Plan and 
Respond (80%) 
NOAA’s Goal #3:  Serve Society’s Needs for Weather and Water Information  (20%) 
 
Objectives:  To use high resolution model runs to study the mechanisms by which air pollutants from the 
Ganges Valley are lifted and exported by wind systems in the Himalaya; to study the downwind 
consequences of this pollution transport; and to identify and design future field measurements in the 
Himalaya. 
 
Methods and Results/Accomplishments: 
 I have continued the work from last year with a multi-pronged approach: 
1. I have set up nested runs of the WRF-ARW model at 2 km resolution in the region around Mt. Everest, 
and have started testing the model runs against a small field dataset collected by Bonasoni and 
Cristofanelli and Nepal Climate Observatory - Pyramid (5079 meters above sea level). 
2.  Using a combination of WRF model runs, MODIS satellite imagery, photography from commercial 
flights, and MOPITT carbon monoxide data provided by Jayanta Kar, I have explored a possible vertical 
transport mechanism involving clouds that form daily over Himalayan foothill peaks. 
3.  Working with Eri Saikawa, Masayuki Takigawa, and Vaishali Naik, I have worked on WRF-Chem 
runs nested within the Mozart global model to simulate the impacts of Ganges Valley emissions on 
measurements near Mt. Everest and to simulate the longterm impacts of increased emissions.   
4.  Working with the Atmospheric Brown Cloud Science Team, The UNEP RRCAP office in Bangkok,  
and the International Centre for Integrated Mountain Development in Kathmandu, I have worked on 
identifying suitable sites on the south sides of the Himalaya for long term monitoring stations and for 
field campaigns aimed at studying processes and producing data sets to validate model runs.  Setting up 
of the field measurements will commence after I start a faculty position at the Department of 
Environmental Sciences at the University of Virginia.   
5. I have brought to completion the publication of two JGR papers about prior work that focused on local 
air pollution in the Kathmandu Valley, Nepal. 
 
Publications: 
 Panday, Arnico K., and Ronald G. Prinn. 2009. “The diurnal cycle of air pollution in the 
Kathmandu Valley, Nepal: Observations.” Journal of Geophysical Research - Atmospheres. 114, D09305, 
doi: 10.1029: 2008JD009777. 
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             Panday, Arnico Ronald Prinn, and Christoph Schär. 2009.  “The diurnal cycle of air pollution in 
the Kathmandu Valley, Nepal: Modeling results” Journal of Geophysical Research – Atmospheres 114. 
D21308. doi:10.1029/ 2008JD009808. 
 
Publications from the ongoing work (1-4) to be submitted to a special issue of Atmospheric Chemistry 
and Physics.   
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Progress Report: The Response of the Indonesian Throughflow to the Global Warming 
 
Principal Investigator: Young-Gyu Park  (Visiting Research Scholar) 
 
Other Participating Researchers:  Anand Gnanadesikan (GFDL) 
 
Task II: Cooperative Research Projects and Education 
 
NOAA Lead Collaborator: Anand Gnanadesikan (GFDL) 
 
NOAA Sponsor: Brian Gross (GFDL) 
 
Theme #1:  Earth System Modeling and Analysis 
 
NOAA’s Goal #2:  Understand Climate Variability and Change to Enhance Society’s Ability to Plan and 
Respond (80%) 
NOAA’s Goal #3:  Serve Society’s Needs for Weather and Water Information (20%) 
 
Objectives:  Asses the effect of the global warming on the Indonesian throuhgflow  
 
Methods and Results/Accomplishments: 
 Using results from four couple modes under the A1B scenario, change in the strength of the 
Indonesian through flow (ITF) is estimated. All models show that the ITF weakens as the global warming 
progresses. To find the cause of the weakening, the modeled ITFs are compared to those estimated using 
the island rule (Godfrey, 1989). The ITFs from the island rule shows that the wind stress along the line 
connecting the southern tip of Australia and the South America mostly determines the strength of the ITF. 
The change in the wind stress along this southern line is model dependent, and the island rule does not 
yield consistent results. This result is contradictory to some of previous modeling studies that suggest 
high correlations between modeled ITFs and calculated ones using the island rule. This result also allows 
us to conclude that the change in wind is not responsible for the weakening of the modeled ITF.  
 The amount of weakening of the modeled ITF is comparable to that of the Atlantic meridional 
overturning circulation (AMOC) at 20S. At this point it is not clear if this relation is just incidental or the 
ITF and AMOC are tied together as depicted in the global conveyor belt system (Gordon, 1996). 
 
References: 
 Godfrey, J.S., 1989: A Sverdrup model of the depth-integrated flow for the World Ocean 
allowing for island circulation. Geophys. Astrophys. Fluid. Dyn., 45, 89-111 

Gordon, A.L.: 1996, 'Oceanography - Communication between oceans', Nature 382, 399-400. 
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Progress Report: The Contribution of Various Continuum Models in the Longwave  
                                       And Shortwave      
 
Principal Investigator: David Paynter (Princeton Postdoctoral Research Associate) 
 
Other Participating Researchers:  V. Ramaswamy (GFDL) 
 
Task II: Cooperative Research Projects and Education 
 
NOAA Lead Collaborator: V. Ramaswamy (GFDL) 
 
NOAA Sponsor: Brian Gross (GFDL) 
 
Theme #1:  Earth System Modeling and Analysis 
 
NOAA’s Goal #2:  Understand Climate Variability and Change to Enhance Society’s Ability to Plan and 
Respond  
 
Objectives:  To improve forcing estimates through a better understanding of radiative transfer modeling  
 
Methods and Results/Accomplishments: 
 The initial aim of my work at Princeton had been to investigate the contribution of the water 
vapor continuum in both the longwave and shortwave by performing line by line radiative transfer 
calculations using standard atmospheres. In the past year the scope of this project has broadened to 
investigate the impact of inadequate parameterization of different well mixed absorbers in the 
atmosphere.   
             The accuracy of modeling radiative transfer in the atmosphere is dependent upon the quality of 
both the radiative transfer scheme and spectral data. For most gases in the atmosphere, thanks in large 
part to databases like HITRAN, the spectral data is quite well known. This allows for fluxes and heating 
rates to be accurately calculated using  a line by line (LBL) code coupled with a suitable well vertically 
resolved radiative transfer code. However, it is far too computationally expensive to use an LBL code in a 
GCM. A variety of methods are used to simplify radiative transfer calculations to make them suitable for 
GCMs. These mainly involve separating the absorption into bands so that the radiative transfer 
calculations have to be performed at fewer spectral intervals. In addition certain approximations are made 
about how the optical depth of the absorbers scale with pressure and temperature.  
            A recent paper by Collins et al. [2006] compared the performance of 16 different GCM radiation 
codes and 5 LBL codes in a clear-sky mid-latitude summer standard atmosphere. Rather than focus on 
absolute values, the response to changes in flux and heating at each level to different greenhouse gases 
were compared.  The results of the study showed that in general the LBL calculations agreed very well 
with each other. However, there were large disagreements between the GCM and LBL calculations.  
What was perhaps most interesting about these results was that while in all cases there was a large range 
in the GCM results, in some cases there appears to be a systematic difference between the GCM and LBL 
results. For example, for a doubling of CO2 nearly every GCM predicts less forcing than LBL  
calculations. This results suggest that maybe there is something fundamental about the nature of the 
approximations made in GCM models which leads to certain errors in forcing estimates. 
             My work has attempted to take the accurate line by line transmissions and average the 
transmission over different spectral intervals to mimic one of the approximations made a band models.  
There are two different cases investigated; the exact and the average overlap.  The latter approximation 
best represents what is performed most regularly in GCM calculations. Comparing the results for the 
doubling of CO2 case does suggest that at least some of the reason for the underestimate of the models 
could be the result of the average overlap between absorbers being  used rather than an exact method. 
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Furthermore,  solving the radiative transfer equation over too broad  spectral regions also introduces error. 
A similar case is observed with the modeling of increases in N2O and CH4.   
           This work has direct relevance to the GFDL radiation code. As it highlights that even with 
accurately calculated spectral parameters, it is still important to solve the radiative transfer calculations at 
suitably small wavenumber intervals to avoid errors. It is worth bearing in mind that the GFDL radiation 
code operates in some regions at rather wide band intervals. Furthermore , various features, such as ozone 
at 10 um, are not include, which could also lead to invalid overlap. Future work will focus on improving 
these aspects of the GFDL code.       
 
References: 
 Collins, W. D., V. Ramaswamy, et al. (2006). "Radiative forcing by well-mixed greenhouse 
gases: Estimates from climate models in the Intergovernmental Panel on Climate Change (IPCC) Fourth 
Assessment Report (AR4)." Journal of Geophysical Research-Atmospheres 111(D14): 15.      
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Progress Report: Decoupling the Nitrogen Cycling in an Ocean Biogeochemical Model 
 
Principal Investigator: John Paul Reid (Princeton University) 
 
Other Participating Researchers:  Anand Gnanadesikan (GFDL) 
 
Task II: Cooperative Research Projects and Education 
 
NOAA Lead Collaborator: Anand Gnanadesikan (GFDL) 
 
NOAA Sponsor: Brian Gross (GFDL) 
 
Theme #1:  Earth System Modeling and Analysis 
 
NOAA’s Goal #2:  Understand Climate Variability and Change to Enhance Society’s Ability to Plan and 
Respond  
 
Objectives:  To understand and model the interactions of oceanic nutrient cycling 
 
Methods and Results/Accomplishments: 
 The ocean nitrogen cycle plays a significant role in the availability of nutrients and the biological 
uptake of carbon.  The ocean biogeochemical model BLING has been shown to successfully reproduce 
many characteristics of the large-scale nutrient and chlorophyll fields (Galbraith et al. 2009).  By 
modifying this model to include a separate nitrogen cycle, the role of processes unique to the nitrogen 
cycle in varying ocean regimes can be examined. 
          Processes of nitrogen fixation and denitrification are critical to this cycle but are poorly 
constrained.  Nitrogen fixation is crucial for maintaining biological productivity in the oceans, because it 
replaces the biologically available nitrogen that is lost through denitrification (Deutsch et al. 2007).  The 
maintenance of the traditional Redfield ratio may be related to a coupling between these two processes 
(Capone and Knapp 2007).  The current study allows an examination of any coupling between these 
processes. 
          Because nitrogen fixation usually is accompanied by a higher demand for iron, it is reasonable to 
examine a connection between fixation and iron limitation.  In regions where iron is limiting, nitrogen 
fixation may be unable to supply new fixed nitrogen, leading to consequences for the regional ecosystem.  
Similarly, nitrogen-fixing blooms may lead to iron limitation, disrupting the long-term regional 
ecosystem.  Therefore, an understanding of the interactions of nitrogen fixation with iron cycling is 
imperative. 
          The next step of this research is the application of this model to a GCM under conditions of forced 
upwelling in various regions.  Artificial upwelling has been proposed as a method of carbon sequestration 
through nitrogen-fixating phytoplankton blooms in traditionally nitrate-depleted regions (Karl and 
Letelier 2008).  Given the vast scales and uncertain consequences of this geoengineering undertaking, a 
comprehensive study of the effectiveness and resulting outcomes of such a project is necessary. 
 
References: 
 Galbraith, E. D., Gnanadesikan, A., Dunne, J. P., and Hiscock, M. R. (2009). Regional impacts of 
iron-light colimitation in a global biogeochemical model. Biogeosciences Discuss., 6, 7517-7564. 
          Capone, D. G. and Knapp, A. N. (2007). A marine nitrogen cycle fix? Nature 445, 159–160. 
          Deutsch, C., Sarmiento, J. L., Sigman, D. M., Gruber, N. & Dunne, J. P. (2007). Spatial coupling of 
nitrogen inputs and losses in the ocean. Nature 445, 163–167. 
          Karl, D. M. and Letelier, R. M. (2008). Nitrogen fixation-enhanced carbon sequestration in low 
nitrate, low chlorophyll seascapes. Mar. Ecol. Prog. Ser., 364, 257–268. 
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Progress Report: Cloud Microphysics and Feedbacks in the GFDL General  
                                       Circulation Model 
 
Principal Investigator: Marc Salzmann (Princeton Postdoctoral Research Associate) 
 
Other Participating Researchers:  Leo Donner (GFDL) 
 
Task II: Cooperative Research Projects and Education 
 
NOAA Lead Collaborator: Leo Donner (GFDL) 
 
NOAA Sponsor: Brian Gross (GFDL) 
 
Theme #1:  Earth System Modeling and Analysis 
 
NOAA’s Goal #2:  Understand Climate Variability and Change to Enhance Society’s Ability to Plan and 
Respond  
 
Objectives:  Reduce uncertainties related to the cloud microphysics parameterization in the GFDL general 
circulation model and study cloud-climate feedbacks.      
 
Methods and Results/Accomplishments: 
 Cloud-aerosol interactions in liquid clouds have long been recognized as a potentially important 
element of anthropogenic climate change. While significant scientific progress has been made in 
understanding and quantifying the relevant processes, the associated uncertainties remain large. In 
addition, it has been suggested that cloud-ice - aerosol interactions might play a role (e.g. Lohmann und 
Feichter, 2005; Hoose et al., 2008). The description of these processes is, however, subject to even larger 
uncertainties.   
In the present study, a new stratiform cloud scheme has been implemented into the recently developed 
GFDL AM3 general circulation model as part of an effort to treat cloud-aerosol interactions more 
realistically, and various aspects of the modified model have been evaluated based on satellite and in-situ 
observations (see Fig. 1 for an example). Unlike the original scheme, the new scheme allows us to 
simulate super-saturation with respect to ice and facilitates the study of cloud-ice - aerosol interactions via 
influences of dust and sulfate on ice nucleation. In model simulations using the new scheme, 
anthropogenic aerosols lead to a larger decrease in short-wave absorption (SWABS), but outgoing long-
wave radiation (OLR) decreases as well, so that the net effect of including anthropogenic aerosols on the 
net radiation at the top of the atmosphere (netradTOA=SWABS-OLR) is of similar magnitude for the new 
and the original scheme. This decrease in OLR is found to be independent of the effect of anthropogenic 
sulfate, which is explicitly taken into account in the parameterization of homogeneous ice nucleation. 
Details can be found in Salzmann et al., 2010 (www.atmos-chem-phys-discuss.net/10/6375/2010/acpd-
10-6375-2010.pdf, manuscript under review).      
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Normalized (to RH=100%) global frequency distribution (PDF) of relative humidity with respect to ice outside clouds at 
the two model layers above and below 250hPa  (crosses) (a) for a run with the original stratiform cloud scheme and (b) 
with the new stratiform cloud scheme and fits to climatological data from AIRS (red dashed line) (Gettelman et al., 2006)  
and to climatological data  from MOZAIC observations (black solid line) (Gierens et al., 1999). 
 
 
References: 
 Gettelman, A., E. J. Fetzer, A. Eldering, and F. W. Irion: The global distribution of 
supersaturation in the upper troposphere from the Atmospheric Infrared Sounder, J. Climate, 19, 6089-
6103, 2006. 
             Gierens, K., U. Schumann, M. Helten, H. Smit, and  A. Marenco: A distribution law for relative 
humidity in the upper troposphere and lower stratosphere derived from three years of MOZAIC 
measurements, Annales Geophysicae, 17, 1218-1226, 1999. 
             Hoose, C., U. Lohmann, R. Erdin, and I. Tegen: Global Influence of Dust Mineralogical 
Composition on Heterogeneous Ice Nucleation in Mixed-Phase Clouds. Environmental Research Letters 
3, 025003, doi: 10.088/1748-9326/3/2/025003, 2008. 
            Lohmann, U. and H. Feichter: Global indirect aerosol effects: A review, Atmos. Chem. Phys., 5, 
715-737, 2005.      
 
Publications: 
 Salzmann, M., Y. Ming, J.-C. Golaz, P. A. Ginoux, H. Morrison, A. Gettelman, M. Krämer, and 
L. J. Donner: Two-moment bulk stratiform cloud microphysics in the GFDL AM3 GCM: description, 
evaluation, and sensitivity tests, Atmos. Chem. Phys. Discuss., 10, 6375-6446, 2010.      
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Progress Report: Development of an Ice-Sheet Model 
 
Principal Investigator: Olga Sergeinko (Associate Research Scholar, Princeton) 
 
Other Participating Researchers:  Daniel Goldberg (Princeton) 
 
Task II: Cooperative Research Projects and Education 
 
NOAA Lead Collaborator: Mike Winton (GFDL) 
 
NOAA Sponsor: Brian Gross (GFDL) 
 
Theme #1:  Earth System Modeling and Analysis 
 
NOAA’s Goal #2:  Understand Climate Variability and Change to Enhance Society’s Ability to Plan and 
Respond  
 
Objectives:  Development of a large scale ice-sheet model and coupling to GFDL climate  system model. 
Understanding of physical processes governing  rapid ice-sheet response 
 
Methods and Results/Accomplishments: 
 To better understand variability of the ice sheets and their response to changing climate 
conditions several approaches are undertaken. These approaches involve both model development and 
studying of physical processes governing ice-sheet behavior. There are four specific activities. 
             First, in order to better represent the ice-sheet behavior in the GFDL climate system model an ice-
sheet model suitable to address a scope of climate-related questions has been identified and acquired. This 
is a continental scale ice-sheet model developed by David Pollard at Penn State (Pollard and DeConto, 
2009). The model is capable of reproducing key features of the ice-sheet dynamics and was validated with 
sediment core records acquired during ANDRILL project from McMurdo ice shelf (Naish et al 2009). In 
order to be used as a component of the climate model, the ice sheet model requires structural 
modifications and adaptations to the GFDL climate system model. Such a model-restructuring activities 
are in progress. 
           Second, to improve and optimize representation of ice-stream dynamics in ice-sheet models, a new 
variationally derived formulation has been developed by Daniel Goldberg. Such a formulation allows for 
computationally efficient representation of the ice-stream flow. To test and validate this approach a two-
dimensional ice-stream flow has been developed. The formulation and the model results are described in 
Goldberg (2010, under review) 
         Third, ice shelf/ocean interaction is complicated, poorly understood, but extremely important 
process, because it affects key aspects of ice dynamics and ocean circulation as well. A traditional 
approach to study such interaction is to consider it either from the ocean side (i.e. assuming no variations 
in the ice shelf) or from the ice-shelf side (i.e. prescribe oceanic forcing at the ice-shelf base). A first 
attempt to couple two dynamical models (the GOLD ocean model with a two-dimensional (plane view)  
ice flow model) has been made. The coupling and computational optimization of such a coupled model is 
under development. 
        Fourth, rapid disintegration of the Antarctic Peninsula ice shelves is a new phenomena in glaciology 
that needs to be understood in order to be able predict future ice-shelf collapses and address a question of 
stability of ice shelf. Olga Sergienko with colleagues Peter Bromirski (Scripps Oceanography Institute) 
and Doug MacAyeal (University of Chicago) have proposed a triggering mechanism that might cause 
such collapses. An interdisciplinary study combining modeling and observations has demonstrated that 
ocean waves could initiated a collapse of already weakened ice shelves (Bromirski et al, 2010). AGU 
highlighted this study in its Journal Highlights 
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(http://www.agu.org/news/press/jhighlight_archives/2010/2010-02-16.shtml#four) and issued a news 
press release (http://www.agu.org/news/press/pr_archives/2010/2010-04.shtml). To address a more 
general question of the ocean-wave impact on ice shelves Sergienko has developed a theoretical treatment 
of the ice shelf/wave interaction (Sergienko, 2010 in preparation) and applied this treatment to recent 
collapse of Wilkins Ice Shelf (Antarctic Peninsula). The results of this modeling study suggest that the 
ocean waves might have been a cause of its collapse (Sergienko, 2010 under review.) 
 
References: 
 Naish T and 55 others. (2009) Obliquity-paced Pliocene West Antarctic ice sheet oscillations. 
Nature, vol 458(7236) 322-328. doi:10.1038/nature07867 
             Pollard D. and R. M. DeConto. (2009) Modelling West Antarctic ice sheet growth and collapse 
through the past five million years. Nature, vol 458(7236) 329-333. doi:10.1038/nature07809    
 
Publications: 
 Bromirski P. D., O. V. Sergienko and D. R. MacAyeal (2010). Transoceanic infragravity waves 
impacting Antarctic ice shelves. Geophis. Res. Lett., 37, L02502, 10.1029/2009GL041488. 
            Goldberg D. (2010) A variationally-derived, depth-integrated approximation to a higher-order 
glaciologial flow model. J. Glac. under review 
            Sergienko O.V. (2010). Ocean waves as a possible triggering agent of ice-shelf disintegration: 
Application to break-ups of Wilkins Ice Shelf (Antarctic Peninsula) Geophis. Res. Lett. (under review) 
            Sergienko O.V. (2010) Elastic response of ice shelves, ice toungues and floating glaciers to effects 
of long ocean waves. (in preparation)   
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 Progress Report: Hurricane Intensity in Dry and Moist Atmospheres 
 
Principal Investigator: Agnieszka Smith-Mrowiec (Princeton University) 
 
Other Participating Researchers:  Stephen Garner (GFDL), Olivier Pauluis (NYU) 
 
Task II: Cooperative Research Projects and Education 
 
NOAA Lead Collaborator: Stephen Garner (GFDL) 
 
NOAA Sponsor: Brian Gross (GFDL) 
 
Theme #1:  Earth System Modeling and Analysis 
 
NOAA’s Goal #2:  Understand Climate Variability and Change to Enhance Society’s Ability to Plan and 
Respond  
 
Objectives:  To understand hurricane intensity in dry and moist thermodynamics systems, and its 
connetction to boundary layer dynamics. 
 
Methods and Results/Accomplishments: 
 Hurricane intensity is an issue of great importance and broad public interest. At the same time it 
is an enormously complex problem and we cannot yet accurately predict the maximum intensity a 
developing hurricane will attain. In order to improve our insight into the mechanisms that control 
hurricane intensity, this thesis proposes a simplified theoretical and numerical model, based on a dry 
thermodynamic framework.  
            The motivation for this approach stems from the axisymmetric hurricane intensity theory of 
Emanuel (1986). Hurricanes are sustained by the energy flux supplied from the ocean to the atmosphere, 
and in a moist environment this flux is a combination of latent and sensible heat fluxes. Emanuel’s 
hurricane intensity theory includes the latent heating due to moisture implicitly, within the definition of 
entropy. Thus if the sensible heat flux is enhanced to compensate for the missing latent heat source, the 
same theoretical considerations are valid for a dry framework. Using a non-hydrostatic, axisymmetric 
numerical model, it is demonstrated here that, indeed, moisture is not necessary to produce hurricane-like 
storms, either numerically and theoretically.  
            The mechanisms that control intensity are investigated by performing a large number of 
experiments for both dry and moist conditions. In both environments, simulated storms are 
morphologically similar, but always exceed the theoretical intensity limit of Emanuel. It is shown here 
that if the crude theoretical estimate of the boundary layer entropy budget is replaced with its numerically 
diagnosed structure, including eddy flux terms, the modified intermediate theory successfully predicts 
storm intensity in all cases. Therefore, a complete theory of hurricane intensity should follow from a 
sufficiently accurate theory for the boundary layer entropy budget. Finally, the dry framework should 
prove useful for the study of polar lows, dust devils and hurricanes in a cold Earth scenario.  
 
References: 
 Emanuel, K.A., 1986: An Air-Sea Interaction Theory for Tropical Cyclones. Part I:  
Steady State Maintenance. J Atmos.Sci., 43, 585-604.  
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Progress Report: Arctic (Extreme) Weather and Climate Variability in the GFDL   
                                       High-Resolution Global Climate Simulations 
 
Principal Investigator: Thomas Spengler (Princeton PostDoctorial Research Associate) 
 
Other Participating Researchers:  Isaac Held (GFDL), Stephen Garner (GFDL), Sam Potter (Princeton) 
 
Task II: Cooperative Research Projects and Education 
 
NOAA Lead Collaborator: Isaac Held (GFDL) 
 
NOAA Sponsor: Brian Gross (GFDL) 
 
Theme #1:  Earth System Modeling and Analysis 
 
NOAA’s Goal #2:  Understand Climate Variability and Change to Enhance Society’s Ability to Plan and 
Respond  
 
Objectives:  1) Diagnose and validate the high-resolution climate simulations of the GFDL cubed sphere 
simulations with reanalysis data (i.e. ERAInterim). Identify differences and assess for dynamical reasons, 
and 2) continue research on fundamental atmospheric dynamics in both dry and moist atmospheres. 
 
Methods and Results/Accomplishments: 
 High latitude extreme weather events such as the Greenland tip jet (e.g. Vaage et al. 2009) or 
Polar Lows (e.g. Renfrew 2003) still comprise a challenge to even today's forecasting models. However, 
since their impact is of climatic (e.g. ocean mixed layer see Pickart et al. 2003) as well as social 
importance, e.g. fishery in the arctic seas and land falling Polar Lows in the coastal areas, it is important 
to analyze their dynamic behavior as well as their statistics. Statistics for these extreme events within the 
recently established ERAInterim dataset at European Centre for Medium Range Weather Forecast 
(ECMWF) are compared to the 28 years GFDL high resolution cubed sphere global climate model output. 
Preliminary indications are that polar lows are not simulated realistically in a model of 25 km resolution 
under development at GFDL, the same model that produces a very realistic distribution of tropical 
cyclones. However, the model does capture the Greenland tip jet phenomenon rather well (see figure 1).   
             Furthermore the effects of rain formation and rain fall were studied in an idealized framework of 
a one dimensional atmosphere (Spengler et al. 2010). The process of hydrostatic adjustment is addressed 
in an analytic framework as well as with a numerical model. While the adjustment process is dominated 
by the heating it is only the mass removal and the precipitation reaching the ground which has a lasting 
impact on the evolution of the hydrostatic surface pressure. The aim of this research is to determine if a 
significant affect of rain is being omitted in current climate models. 
            In addition the reflection of Rossby waves propagating through a meridionally varying basic state 
zonal flow profile is investigated. So far the main focus was on the breakdown of the WKB solution 
utilizing a numerical model indicating that despite the nominal breakdown of the WKB solution it still 
yields reasonable results in regimes without total reflection. The future aim of this project is to identify 
functional dependencies of the total reflection on the key parameters determining the basic state zonal 
flow profile. An improved understanding of Rossby wave reflection is necessary to clarify the dynamics 
underlying tropical-extratropical interactions. 
 
References: 
 Pickart, R.S., Spall, M.A., Ribergaard, M.H., Moore, G.W.K. and Milliff, R.F. (2003), Deep 
convection in the Irminger Sea forced by the Greenland tip jet, Nature, 424, 152-156 
             Renfrew I.A. (2003). Polar Lows. Encyclopedia of Atmos. Sci. (Eds. J. Holton, J. Pyle, and J. A. 
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Curry). Academic Press: London, United Kingdom; pp 1761-1768. 
             Vaage, K., Spengler, T., Davies, H.C. and Pickart, R.S. (2009), Multi-event analysis of the 
westerly Greenland tip jet based upon 45 winters in ERA-40 
 
Publications: 
 Spengler, T, Egger, J., Garner, S.T. (2010), Does rain affect surface pressure? to be submitted to 
Journal of the Atmospheric Sciences   

 
 
Figure 1: 10 m zonal wind during a westerly Greenland tip jet event in the GFDL C360 high resolution 
climate simulation. 
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Progress Report: The Importance of the Vertical Structure in the Mean Meridional  
                                       Temperature Gradient and its Relevance to Climate Change 
 
Principal Investigator: Erica Staehling (Princeton Graduate Student) 
 
Other Participating Researchers:  Isaac Held (GFDL), Geoffrey Vallis (Princeton) 
 
Task II: Cooperative Research Projects and Education 
 
NOAA Lead Collaborator: Isaac Held (GFDL) 
 
NOAA Sponsor: Brian Gross (GFDL) 
 
Theme #1:  Earth System Modeling and Analysis 
 
NOAA’s Goal #2:  Understand Climate Variability and Change to Enhance Society’s Ability to Plan and 
Respond  
 
Objectives:  To use idealized models of baroclinic instability to explore the sensitivity of atmospheric 
circulation to changes in the structure of the mean meridional temperature gradient.   
 
Methods and Results/Accomplishments: 
 To gain a better understanding of the possible response of atmospheric circulation to climate 
change, we explored the sensitivity of statistically-steady three-layer quasigeostrophic (QG) turbulence in 
a beta-channel to model parameters. In a warmer climate, one would expect a larger meridional 
temperature gradient in the upper-troposphere due to moist convection in the tropics, and a smaller 
temperature  gradient in the lower-troposphere due to polar amplification in the Northern Hemisphere. 
The three-layer QG model is the simplest that allows for different upper- and lower-level temperature 
gradients, set through imposed vertical shear across the two interfaces, and thus provides a highly 
idealized environment in which to study climate change scenarios.   
             I presented results on the sensitivity of the surface wind strength to changes in the vertical 
structure of the midlatitude baroclinic zone at an American Meteorological Society conference in June 
(Staehling et al. 2009).  Subsequently, we have focused on understanding the importance of the upper- 
versus lower-level shear in determining the latitude of the surface westerlies in midlatitudes, and found 
that the surface winds tend to follow the upper-level shear. 
 
Publications: 
 Staehling, E. M.,  I. M. Held, and G. K. Vallis. 2009. Sensitivity to the vertical and meridional 
structure of the meridional temperature gradient in a three-layer quasigeostrophic turbulence model.  
Abstract for the 17th Conference on Atmospheric and Oceanic Fluid Dynamics, Stowe, Vermont.  
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Progress Report: Climate Dynamics and Atmospheric and Oceanic Circulation 
 
Principal Investigator:  Geoffrey Vallis (Princeton Faculty) 
 
Other Participating Researchers: S. Griffies (GFDL), I Held (GFDL), M. Winton (GFDL), J. Kidston 
(Princeton), R. Farneti (Princeton) 
 
Task II: Cooperative Research Projects and Education 
 
NOAA Lead Collaborator: S. Griffies and I. Held (GFDL) 
 
NOAA Sponsor: Brian Gross (GFDL) 
 
Theme #1:  Earth System Modeling and Analysis 
 
NOAA’s Goal #1:  Protect, Restore, and Manage the Use of Coastal and Ocean Resources through 
Ecosystem-based Management (5%) 
NOAA’s Goal #2:  Understand Climate Variability and Change to Enhance Society’s Ability to Plan and 
Respond (90%) 
NOAA’s Goal #3:  Serve Society’s Needs for Weather and Water Information (5%) 
 
Objectives:  Increase our understanding of the general circulation of the atmosphere and ocean, of the 
variability of the climate system, and how the structure of the circulation might change with global 
warming. Develop an improved parameterization for mesoscale eddies in MOM.  
 
Methods and Results/Accomplishments: 
 A new parameterization scheme for the representation of mesoscale eddies in non eddy resolving 
ocean models has been developed. This is now the default scheme in MOM and will be used in the next 
IPCC assessment (Ferrari et al, 2010).  
             A simplified climate model was developed (Farneti and Vallis, 2009) and used to study the 
mechanisms of the meridional energy transport in the atmosphere-ocean system, concentrating on the 
mid-latitudes (Vallis and Farneti, 2009).  
             The equilibration of baroclinic eddies was examined. It was shown that quasi-geostrophic models 
can provide valuable guidance, but there are limitations to ideas of baroclinic adjustment (Zurita-Gotor 
and Vallis, 2009). 
             It was noted that most comprehensive model simulations of global warming show a robust 
increase in eddy scales over the 21st century. This could lead to a shifting of the mid-latitude westerlies, 
with potential large changes in climate regimes in some parts of the world. (Kidston et al, 2010). 
             In collaboration with GFDL colleagues, the various timescales involved in global warming were 
investigated. It was shown that, if CO2 levels can be brought back to pre-industrial levels, then, at least 
for the coming century, average temperature levels would quickly revert to pre-industrial levels, although 
other aspects of climate would be permanently altered (Held et al 2010). 
 
Publications: 
             Ferrari, R., Griffies, S. M., Nurser, G. and Vallis, G. K., 2010. A boundary-value problem for the 
parameterized mesoscale eddy transport. Ocean Modell. doi: 10.1016/j.ocemod.2010.01.004. 
             Held, I. M., Winton, M., Takahashi, K., Delworth, T., Zeng, F. and Vallis, G. K., 2010. Probing 
the fast and slow components of global warming by returning abruptly to pre- industrial forcing. J. 
Climate. (in press). 

82



             Kidston, J., Dean, S. M., Renwick, J. A. and Vallis, G. K., 2010. A robust increase in the eddy 
length scale in the simulation of future climates. Geophys. Res. Lett., 37, L03,806. 
doi:10.1029/2009GL041615. 
             Farneti, R. and Vallis, G. K., 2009. An intermediate complexity climate model based on the 
GFDL flexible modelling system. Geosci. Model Dev., 2, 73–88. 
             Farneti, R. and Vallis, G. K., 2009. Mechanisms of interdecadal climate variability and the role of 
ocean-atmosphere coupling. Climate Dynam., pp. DOI 10.1007/s00,382–009– 0674–9. 
             Gerber, E. and Vallis, G. K., 2009. On the zonal structure of the NAO and annular modes. J. 
Atmos. Sci., 66, 332–352. 
             Vallis, G. K., 2009. Mechanisms of climate variability from years to decades. In T. Palmer and P. 
Williams, eds., Stochastic Physics and Climate Modelling, pp. 1–35. Cambridge University Press. 
             Vallis, G. K. and Farneti, R., 2009. Meridional energy transport in the atmosphere-ocean system: 
Scaling and numerical experiments. Quart. J. Roy. Meteor. Soc., 135, 1643–1660. doi:10.1002/qj.498.  
             Zurita-Gotor, P. and Vallis, G. K., 2009. Equilibration of baroclinic turbulence in primitive 
equation and quasi-geostrophic models. J. Atmos. Sci., 66, 837–863. 
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Progress Report: Baroclinic Instability and Mesoscale Turbulence in the Ocean  
 
Principal Investigator: Antoine Venaille (Princeton Postdoctoral Research Associate) 
 
Other Participating Researchers:  Geoffrey Vallis (Princeton faculty) 
 
Task II: Cooperative Research Projects and Education 
 
NOAA Lead Collaborator: Isaac Held (GFDL) 
 
NOAA Sponsor: Brian Gross (GFDL) 
 
Theme #1:  Earth System Modeling and Analysis 
 
NOAA’s Goal #2:  Understand Climate Variability and Change to Enhance Society’s Ability to Plan and 
Respond  
 
Objectives:  Our aim is to understand  properties of mesoscale oceanic turbulence. We distinguish three 
questions:  i) What set the size and the magnitude of oceanic eddies?  ii) What is their spatial organization 
(jets, rings)?  iii) What is their geographic repartition?  
 
Methods and Results/Accomplishments: 
 Our work relies on the widely accepted idea that that most of oceanic turbulence is generated by 
baroclinic instability.  A first natural step has been to perform linear instability analysis at different 
locations, to see if the scale of maximum baroclinic instability effectively set the scale of the eddies.  
            However this approach neglects possible inverse cascade of energy that would be due to non-
linear evolution of the flow. This has then been addressed by using idealized quasi-geostrophic 
simulations forced by the baroclinically unstable profiles at different locations in the oceans. 
            Those numerical experiments have then been interpreted in the framework of geostrophic 
turbulence theories and  compared to diagnostics from a comprehensive realistic  primitive equation 
ocean model. 
            Most striking results are i) the observation of a strong tendency for the flow structure to project on 
low vertical modes (i.e. the barotropic and the first baroclinic mode), in agreement with previous 
idealized studies and ii) the description of different regimes of horizontal flow organization, namely 
formation of strong eastward coherent jets, of rings and of vortex lattices, again in agreement with 
previous idealized simulations. While self-organization through turbulence processes seems to play a 
crucial role to set the eddy field structure, the actual oceanic eddy scale is not too far from prediction of 
linear instability analysis: inverse energy cascade is found to be rather limited on the horizontal.  
             As a starting point we have tested our diagnostic method by using data from comprehensive 
primitive equation ocean models (the MESO simulations). Our ultimate aim is to explain observations of 
mesoscale oceanic turbulence, mostly from altimetry, considering mean vertical profiles from 
hydrography measurements. This will be the next step of this study. 
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Progress Report: Data Comparison for Phytoplankton Community Composition  
                                       Input to Topaz  
 
Principal Investigator: Bess B. Ward (Professor of Geosciences, Princeton)  
 
Other Participating Researchers:  John Dunne (GFDL), Nicholas Bouskill (Princeton) 
 
Task III: Individual Projects 
 
NOAA Lead Collaborator: John Dunne (GFDL) 
 
NOAA Sponsor: Brian Gross (GFDL) 
 
Theme #1:  Earth System Modeling and Analysis 
 
NOAA’s Goal #1:  Protect, Restore, and Manage the Use of Coastal and Ocean Resources through 
Ecosystem-based Management (60%) 
NOAA’s Goal #2:  Understand Climate Variability and Change to Enhance Society’s Ability to Plan and 
Respond (40%) 
 
Objectives:  I. Continue and expand our comparison of model and experimental data from a simulated 
phytoplankton bloom.  The first part of the comparison used bulk measurements of phytoplankton 
abundance (chlorophyll) and led to inferences that grazing and iron limitation might be important in the 
timing and scale of the bloom, as well as the distribution of small and large phytoplankton biomass.  The 
next step is to obtain data on the phytoplankton community composition using the phytoarray and cell 
counts.  II.  Expand our analysis of phytoplankton community composition from archived surface ocean 
samples, again using the phytoarray.  Because many of the phylotypes identified by the array cannot be 
aligned with cultured species, phytoarray data on abundance and distribution alone are not enough to 
deduce size structure or ecological characteristics of the assemblage. It may be possible, however, to 
deduce environmental relationships from patterns in community composition among environmentally 
diverse sites.  Thus, we will likely expand this analysis beyond the three sites that were the focus of the 
current proposalto quantify genetic diversity and phytoplankton functional composition variability 
towards the application in a mathematical modeling framework. 
 
Methods and Results/Accomplishments: 
 Determination of phytoplankton community analysis relies on detection of phytoplankton  
“species’ on the basis of the DNA sequences of two key functional genes.  rbcL encodes the large subunit 
of RuBisCo, which catalyzes the first step in CO2 fixation by eukaryotic phytoplankton and 
cyanobacteria. The diversity of this gene allows us to identify major phytoplankton groups, such as 
coccolithophorids (haptophytes), diatoms and dinoflagellates.  The second gene, NR, encodes nitrate 
reductase, the enzyme that catalyzes the reduction of nitrate to nitrite during its assimilation into 
particulate nitrogen.  NR gene diversity is much greater than rbcL diversity among the eukaryotic 
phytoplankton, so that we can distinguish phylotypes at a lower taxonomic level, sometimes at the species 
and genus level.  The phytoarray was described and characterized previously (Ward 2008).  The second 
generation phytoarray contains ~300 probes called archetypes, each of which represents closely related 
sequences.  Some of the sequences represent species known from culture, but most are derived from 
clones sequenced directly from DNA extracted from seawater, and their taxonomic identity is known only 
from their phylogenetic relatedness to known types. 

I.  Lab work necessary for phytoarray analysis has been partially completed for the investigation 
of community composition changes during the course of the experimentally stimulated phytoplankton 
bloom.  The samples were obtained during a ~weeklong barrel experiment in which deep nitrate rich 
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water was inoculated with a surface sample and the progress of the nitrate-stimulated bloom was 
observed.  Daily samples were analyzed for phytoplankton community composition in terms of two 
essential functional genes 

The most striking result from the microarrays (Figure 1A, B) is that hybridization patterns of both 
genes are consistent with the occurrence of a bloom between days 2 and 8 of the experiment.  Typical 
bloom dynamics start with a diverse assemblage of many different types present in low and relatively 
even abundances.  As the bloom progresses, a few types come to dominate the biomass, presumably 
because their physiology is favored by the conditions, in this case, high nitrate.  Both rbcL and NR show 
this pattern of decreasing diversity over the course of the bloom.  The two archetype probe sets represent 
different groups of organisms, but both indicate that dinoflagellates were among the dominant groups late 
in the bloom.  Archetypes related to haptophytes were also identified as dominants in the NR data. 

Floristic analysis of these samples indicated that diatoms and dinoflagellates were a major 
component of the large size fraction in the bloom.  Several different diatom archetypes were detected on 
the arrays, but we suspect that some diatom groups are not well represented on the array.  Haptophytes 
would represent the small size fraction, and this was not quantitatively evaluated in the floristic analysis.  
Pigments consistent with haptophyte and diatom components were the major pigment in the bloom 
biomass. 

II.  Samples have been analyzed for two of the three ecosystems chosen for the biogeographical 
comparisons of community composition.  During the remainder of the project year, the remaining samples 
will be processed on the phytoarray and the complete dataset analyzed for interpretation in the context of 
synoptic environmental variables. 

. 
References: 
 Ward, B. B. (2008) Phytoplankton community composition and gene expression in terms of 
functional genes involved in carbon and nitrogen assimilation.  Journal of Phycology, 44: 1490-1503.   
 
 
Figure 1.  Relative fluorescence ratio of rbcL (A) and NR (B) archetypes in phytoplankton samples from early (Day 
2) and late (Day 8 ) in a bloom that was stimulated by inoculating surface samples into nitrate-rich deep water.  Each 
colored bar represents a different archetype and the size of the bar represents the proportion of the total signal 
represented by that archetype (relative abundance).  The diversity of rbcL and NR genes decreased over time in the 
experiment, which is consistent with dominance of the bloom by a few favored types.  The major archetypes are 
identified to class level on the basis of phylogenetic similarity to known types.  
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Progress Report: Global Carbon Data Management and Synthesis Project 
 
Principal Investigator: Robert M. Key (Princeton Research Oceanographer) 
 
Other Participating Researchers:  Chris Sabine and Richard Feely (NOAA-PMEL), Rik Wanninkhof 
and T.-H. Peng (NOAA-AOML), Frank Millero (Miami),  Andrew Dickson (UCLA) 
 
Task III: Individual Projects 
 
NOAA Lead Collaborator: Chris Sabine (NOAA-PMEL) 
 
NOAA Sponsor: Joel Levy (Ocean Climate Observation Program) 
 
Theme #2:  Data Assimilation 
 
NOAA’s Goal #2:  Understand Climate Variability and Change to Enhance Society’s Ability to Plan and 
Respond  
 
Objectives:  Monitor the oceanic inventory of anthropogenic carbon dioxide and better understand major 
open ocean biogeochemical processes.  Provide high quality data against which ocean models can be 
tested. 
 
Methods and Results/Accomplishments: 
 The CARINA project has officially ended. CARBOOCEAN, the E.U. funded parent program is 
over at the end of this year. The final annual CARBOOCEAN meeting was held outside Bergen, Norway 
Oct. 5-9. Final reports presented at that meeting by the various working groups clearly demonstrated that 
this had been a successful program. Many of the results are available through the web site, 
http://www.carboocean.org/front_content.php?idcat=164. The most important results are as follows: 
          Rescue of approximately 50 million Euro (estimate by A. Olsen) of European cruise data that 
would potentially have been lost otherwise. A large fraction of these data were in private holdings and the 
odds of public release without this effort are small. Equally important for the future, the quality of record 
keeping was significantly improved and many of the PIs involved now recognize the value obtained by 
early release. Since no one country can currently make measure the volume of data required for climate 
change science this paradigm shift is critical. We also have reason to believe that the current “data 
holding time” for Europe will soon match that of the U.S. and other CLIVAR participants. 
          Production of 3 large calibrated data products for the ocean community. The CARINA AMS 
product provides the community with the first high quality data set for the Arctic and Arctic marginal seas 
(Nordic Seas). These regions were almost totally unrepresented in GLODAP. Given the rate of change 
being reported for the Arctic, this data product will be extremely valuable as a baseline even though the 
data coverage for the Arctic-proper is still too sparse to accurately map. The CARINA ATL product more 
than doubles the number of data for the Atlantic over what is in GLODAP and extends the GLODAP 
coverage from 1996 up to ~2003. The data density for the North Atlantic when GLODAP and CARINA-
ATL are combined will allow significant improvement in the GLODAP property distribution maps for 
this area. The CARINA-SO data product approximately doubles the data available in GLODAP and 
extends the temporal coverage. We now have the beginning time series for several locations and much 
better coverage for the Weddell Sea and other critical regions. Each of the data products has been 
assigned a DOI via CDIAC with the entire CARINA team listed as author. CDIAC is also producing a 
numeric data package (NDP) with the same authorship that gives a very basic introduction to the data 
products. 
          The details of the CARINA work have been thoroughly documented in series of about 20 papers 
which are being assembled for a special issue of Earth System Science Data (ESSD). R. Key, X.Lin  
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and/or other members of this grant (R. Wanninkhof, C. Sabine, D. Pierrot) are lead or co-authors on 13 of 
these papers. NOAA support is acknowledged in these documents. A couple of the papers are “published” 
and the remaining ones are in various stages of the review/publication sequence.  
          Other CARINA participants (primarily T. Tanhua, C. Schirnick and S. van Heuven) developed 
software which allows semi-automation of the various secondary QC procedures developed in GLODAP 
and honed during CARINA. This technology has been transferred to Princeton (and implemented), to 
Japanese collaborators working on PICES and published on the CARINA web site. In addition, the web 
site development tools that made the CARINA collaboration possible are also now public.  These “tools” 
will be used for the PICES project and, with minor or no adaptation, should greatly facilitate any similar 
future project. 
          A fair collection of other scientific papers have been published using subsets of the 3 CARINA data 
products. Some of these are listed on the CARBOOCEAN web site. By agreement, Princeton did not 
significantly participate in this analysis work. Rather, these papers were rightfully authored by the PIs 
who generated the data. Now that CARINA is completed, we will be participating in future collaborative 
and independent research using the data products. 
          The CARBOOCEAN leadership deemed Princeton’s contributions sufficiently valuable that we 
(Key/Lin) have been invited to be active participants in the planned follow up program.  This is in spite of 
the fact that the new program membership and funding are expected to be significantly reduced (~50%) 
relative to the original.  
  In late summer, Niki Gruber hosted a meeting at Ascona, Switzerland to discuss intermediate 
range plans and organization among the global ocean carbon community. The main goal of this meeting 
was to assess “where we stand” and “what can we do” with respect to research relevant to preparation of 
the next IPCC report. The primary outcome was agreement to try to quantify change in the global 
anthropogenic ocean carbon inventory since GLODAP (Sabine et al. 2004). Change estimates would be 
“uniformly” calculated using the e-MLR method and based on comparison between recent CLIVAR and 
CARINA cruises relative to earlier cruises from GLODAP (and possibly CARINA). The group thought it 
unlikely that the PICES collection (see below) could be finished in time to meet IPCC publication 
deadlines, but this possibility was left open. Various groups volunteered to take the lead for different 
ocean regions and Princeton would participate in all of those groups due to familiarity with, and 
immediate access to, all the data. The Ascona ideas and plans were subsequently honed and potentially 
expanded through discussions at the ICDC-8 meeting in Jena, Germany, the Go-Ship meeting in Venice, 
European talks associated with preparation of the CARBOOCEAN follow up proposal, and most recently 
the annual PICES meeting in Jeju, Korea.  Since the participants in these meetings varied it is not 
surprising that the goals are not yet uniform. It is very significant, however, that the global carbon 
community will be working together to derive the best possible results in time for the next IPCC 
deliberations. I know of no previous collaboration with such broad participation and it is fair to say that 
all the PIs working under this OCO grant have played and will play a very significant roll in this work. 
          Developments listed above have clouded the plans to produce GLODAP version 2. In particular, 
should production wait for PICES or proceed with what is available now (CARINA). One thing is clear; 
the secondary QC work for the GLODAP data will be re-done using the rule modifications and software 
developed during CARINA. The primary difference is that GLODAP nutrient adjustments will be 
calculated as multiplicative factors rather than additive. This change will resolve the instances of negative 
near surface nutrient values currently in GLODAP and make the two data efforts truly consistent. The re-
derivation of GLODAP corrections has already begun and will be completed at Princeton with assistance 
from E.U. colleagues. Other than near surface nutrient applications, we do not expect this work to result 
in any changes in GLODAP with significant scientific relevance. 
 In late October a two-day workshop was held in Jeju, South Korea among those interested in the 
PICES data project. For this effort Japan has taken the lead in data accumulation and primary data QC 
(flag assignment, units conversions, etc.), data validation, and metadata collection. They reported that 
approximately 150 cruises had been assembled and subjected to primary QC. Review of the data showed 
that the collection had a very strong bias toward the NW Pacific and that virtually all the data were of 
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Japanese origin except for recent CLIVAR cruises. For both political and scientific reasons, data 
accumulation was “reopened” with the intent of adding data from other PICES partners and Pacific 
regions, in particular the marginal seas. This expansion is expected to bring in data from the U.S., Korea 
and perhaps China and Russia. Data accumulation will stop at the end of this year and be immediately 
followed by secondary QC. This group also expressed interest in trying to have products available for the 
next IPCC, but conceded it was unlikely due to the time constraints. The PICES group, unlike CARINA, 
is largely unfunded and severely limited in manpower. Various members volunteered for aspects of the 
secondary QC and analysis, however, it seems probable that Princeton will be heavily involved to cover 
areas not adopted by others.      
  
Publications: 
 Key, R.M., T. Tanhua, A. Olsen, M. Hoppema, S. Jutterstrom, C. Schirnick, S. van Heuven, A. 
Kozyr, X. Lin, A. Velo, D. Wallace and L. Mintrop, The CARINA data synthesis project: Introduction 
and overview, ESSD, 2009. 
            Olsen, A., R.M. Key, E. Jeansson, E. Falck, J. Olafsson, S. van Heuven, I. Skjelvan, A.M. Omar, 
K.A. Olsson, L.G. Anderson, S. Jutterstrom, F. Rey, T. Johannessen, R.G.J. Bellerby, J. Blindheim, J. 
Bullister, B. Pfeil, X. Lin, A. Kozyr, C. Schirnick, T. Tanhua and D.W.R. Wallace, Overview of the 
Nordic Seas CARINA data and salinity, ESSD, 2009. 
            Tanhua, R. R. Steinfeldt, R. Brown, N. Gruber, R. Wanninkhof, F. Perez, P. Kortzinger, A. Velo, 
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X. Lin, A. Olsen, and A. Omar, Arctic Ocean data in CARINA, ESSD, 2009. 
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CARINA database in the Atlantic sector of the Southern Ocean, ESSD, 2009. 
            C. Lo Monaco, M. Álvarez, R. M. Key, X. Lin, T. Tanhua, B. Tilbrook, D. C. E. Bakker, S. van 
Heuven, M. Hoppema, N. Metzl, A. F. Ríos, C. L. Sabine and A. Velo, Assessing internal consistency of 
the CARINA database in the Indian sector of the Southern Ocean, ESSD, 2009. 
            Pierrot, D., P. Brown, S. van Heuvan, T. Tanhua, U. Schuster, R. Wanninkhof and R.M. Key, 
CARINA TCO2 Data in the Atlantic Ocean, ESSD, 2009. 
            Sabine, C.L., M. Hoppema, R. M. Key, B. Tilbrook, S. van Heuven, C. Lo Monaco, N. Metzl, M. 
Ishii, A. Murata and S. Musielewicz, Assessing the internal consistency of the CARINA data base in the 
Pacific sector of the Southern Ocean, ESSD, 2009. 
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C09013, doi:10.1029/2008JC005183, 2009. 
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Bates, R.G.J. Bellerby, J. Blindheim, J.L. Bullister, N. Gruber, M. Ishii, T. Johannessen, E.P. Jones, J. 
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Ridge National Laboratory, Oak Ridge, Tennessee, U.S.A., 20pp, Oct. 2009. 
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Progress Report: Southern Hemisphere Circulation and Storm Tracks in a Changing  
                                       Climate 
 
Principal Investigator: Andrew Ballinger (Princeton University) 
 
Other Participating Researchers:  Gabriel Lau - advisor (GFDL/Princeton), Geoff Vallis (Princeton) 
 
Task II: Cooperative Research Projects and Education 
 
NOAA Lead Collaborator: Gabriel Lau (GFDL) 
 
NOAA Sponsor: Brian Gross (GFDL) 
 
Theme #3:  Earth System Model Applications 
 
NOAA’s Goal #2:  Understand Climate Variability and Change to Enhance Society’s Ability to Plan and 
Respond  
 
Objectives:  To investigate the response of the Southern Hemisphere circulation and associated storm 
tracks to higher sea surface temperatures 
 
Methods and Results/Accomplishments: 
 The geography of the three major Southern Hemisphere continents (aside from Antarctica) is 
such that the southern-most regions (e.g. Southern Australia, South Africa, Argentina) enjoy a moderate 
climate with relatively dry summers and wetter winters, supporting important agricultural industries.  The 
climate of these large regions is sensitive to changes in the latitude of the Southern Hemisphere storm 
tracks and the frequency and intensity of associated cyclones, since their winter rainfall comes 
predominantly from the passage of these cyclones and the accompanying frontal systems, which are able 
to penetrate farther northward (over land) during these months. 
             Using a high-resolution (0.5° x 0.5°) atmospheric global climate model developed at GFDL 
(AM2.1) the seasonal climatology and secular changes of Southern Hemisphere circulation and associated 
storm tracks were investigated.  Changes in various fields were analyzed by comparing a 20-year 
"CLIMO" model run (using 1980-2000 average SSTs) with a 20-year "CMIP" run (using SSTs from the 
CMIP runs around the time of double CO2 doubling). Anthropogenic greenhouse gases (including ozone) 
were held fixed at 1990 levels in both runs, thus direct radiative effects were not considered in the 
comparison. 
            As described by Held & Soden (2006), we find that the major large-scale changes in the Southern 
Hemisphere precipitation and evaporation fields follow simple Clausius-Clapeyron scaling.  That is, wet 
regions are projected to get wetter, and dry regions become drier.  Our results also show an expansion of 
the Hadley Cell (approximately 0.5°), suggesting that recent trends (Seidel et al., 2007) will continue.  A 
poleward shift in the latitude of the storm track was evident, particularly in austral winter where the shift 
was approximately 4 degrees.  These results were consistent with the multi-model ensemble study of Yin 
(2005). 
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Progress Report: Impacts of Changing Transport and Precipitation on Pollutant 
                                       Distributions in a Future Climate 
 
Principal Investigator: Yuanyuan Fang 
 
Other Participating Researchers:  Arlene Fiore (GFDL), Larry Horowitz (GFDL), Hiram Levy (GFDL) 
 
Task II: Cooperative Research Projects and Education 
 
NOAA Lead Collaborator: Arlene Fiore (GFDL) 
 
NOAA Sponsor: Brian Gross (GFDL) 
 
Theme #3:  Earth System Model Applications 
 
NOAA’s Goal #2:  Understand Climate Variability and Change to Enhance Society’s Ability to Plan and 
Respond 
 
Objectives:  To understand the transport and precipitation impact on pollutant vertical and horizontal 
distributions and to provide implications for future air pollution and climate change mitigations 
 
Methods and Results/Accomplishments: 
 Air quality depends on weather and thus is sensitive to climate change. Although many recent 
studies focus on the impact of climate change on the distribution of air pollutants, such as ozone and 
aerosols, the sign of the impact is still highly uncertain, especially for aerosols [Jacob and Winner, 2009].  
             Ozone and aerosol distributions are determined by the interaction of multiple processes including 
emissions, chemical processing, transport, deposition, all of which are influenced by changes in climate. 
Here, we use idealized tracers (COt, a CO-like tracer with emissions equal to those for CO, but with a 
fixed 25 day lifetime and SAt, similar to COt but with wet deposition applied) to isolate climate-induced 
changes on transport and precipitation and their implications for atmospheric distributions of trace 
constituents. We designed a pair of 20-year idealized simulations to represent the 1990s and 2090s (SRES 
A1B) scenario using the GFDL state-of-the-art climate model (AM3) driven by annually invariant 
emissions, sea surface temperature and sea ice to maximize the climate-change signal relative to 
internally generated model variability.     
              From the 1990s to 2090s, convective mass flux weakens (-13%) between the boundary layer and 
the free troposphere, reducing the free tropospheric COt and increasing the northern hemispheric surface 
COt, indicating that tighter emission regulations are required to achieve a desired level of air quality 
improvement in the future. Meanwhile, convection deepens, increasing COt near the tropopause [Donner 
and Fang, 2010]. Stronger stratospheric-tropospheric air mass exchange fluxes (+30%) also increase the 
pollutant tracers in the lower stratosphere. Large-scale overturning circulation changes relatively little; the 
exchange mass fluxes between two hemispheres and between tropics and extra-tropics are within 5%, 
indicating the dominance of vertical transport changes over horizontal transport changes in the model. 
The vertical redistribution of the tracers may affect the sensitivity of pollutant radiative forcing and thus, 
potentially feed back on climate change.  
              In the model, the SAt burden and lifetime increase by 12% and its wet deposition decreases by 
10% despite increased total global precipitation (5%) from the 1990s to 2090s. Polluted regions in the 
northern mid-latitudes and in central Africa are located in the transitional zone where precipitation change 
shifts from positive to negative; therefore, the SAt wet deposition and burden are highly sensitive to the 
regional precipitation change pattern, which is not robust across models [IPCC, 2007]. The modeled 
precipitation shows a global tendency towards more frequent strong precipitation events in the future 
(accounting for 60%-100% percentile) while less of the modest precipitation (accounting for 15%-55% 
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percentile) over lands, which also affects SAt wet deposition. Even focusing on specific regions, we still 
see different and weak correlation between monthly precipitation change and the SAt burden change, i.e., 
-0.4 over North America and almost zero over Central Africa. Neither global nor regional precipitation 
change is a sufficient indicator for predicting pollutant tendency.  
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Progress Report: Predicting the Atlantic Meridional Overturning Circulation  
                                       Variability using Subsurface and Surface Fingerprints and Impact of  
                                       the Atlantic Meridional Overturning Circulation Variability on  
                                      Arctic Climate 
 
Principal Investigator: Salil Mahajan (Princeton Postdoctoral Research Associate) 
 
Other Participating Researchers:  Rong Zhang (GFDL), Thomas L. Delworth (GFDL), Shaoqing Zhang 
(GFDL), Anthony J. Rosati (GFDL), YouSoon Chang (GFDL) 
 
Task II: Cooperative Research Projects and Education 
 
NOAA Lead Collaborator: Rong Zhang (GFDL) 
 
NOAA Sponsor: Brian Gross (GFDL) 
 
Theme #3:  Earth System Model Applications 
 
NOAA’s Goal #2:  Understand Climate Variability and Change to Enhance Society’s Ability to Plan and 
Respond  
 
Objectives:  To predict the Atlantic meridional overturning circulation variability using subsurface and 
surface Fingerprints and to study the impact of the Atlantic meridional overturning circulation variability 
on Arctic Climate. 
 
Methods and Results/Accomplishments: 
Predicting the Atlantic Meridional Overturning Circulation Variability using Subsurface and 
Surface Fingerprints 
            The leading modes of subsurface ocean temperature and sea surface height (SSH) over the North 
Atlantic have been found to be highly correlated with each other and appear to be robust fingerprints of 
the Atlantic Meridional Overturning Circulation (AMOC) in the 1000-year long segment of coupled 
GFDL CM2.1 climate model (Zhang, 2008). The leading modes of objectively analyzed instrumental 
subsurface temperature data record, and GFDL coupled data assimilation (CDA) product and satellite 
altimeter derived SSH are also found to be highly correlated with each other, suggesting the possibility of  
using them  as fingerprints of the AMOC (Zhang, 2008; Mahajan et al. 2010).   
            Time-series modeling of the principal components of the leading modes (PC1) of the longer 
objectively analyzed subsurface temperature data reveals considerable skill of the auto-regressive model 
of order two (AR2) from hindcasts. AR2 model of the fingerprints of the AMOC in the 1000-year long 
segment of the GFDL CM2.1 control integration also reveal considerable skills from hindcasts, which 
prove to be better than damped persistence forecasts of the AMOC index. Initializing the AR2 model, 
trained on the  standardized leading mode principal component of the objectively analyzed subsurface 
temperature data, with 2007-2008 SSH standardized PC1 anomalies reveals a decline in AMOC 
variability in the next few years. A similar decline in the AMOC is also predicted when the model is 
initialized with CDA 2007-2008 standardized subsurface temperature PC1 anomalies. A weakening 
AMOC would tend to reduce oceanic heat transport and cool the North Atlantic, although radiative 
forcing changes could overwhelm that tendency. 
Impact of the Atlantic Meridional Overturning Circulation Variability on Arctic Climate 
            Satellite observations show a long-term decline of sea-ice cover over the Arctic from 1979 to 
present. However, centennial records of sea-ice thickness and extent do not exhibit a statistically 
significant long-term trend and are dominated by multidecadal/decadal oscillations over the Arctic 
marginal seas, suggesting that trends in shorter records may not be indicative of long-term tendencies. 
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Whether the recent rapid warming of the Arctic climate is caused by enhanced anthropogenic greenhouse 
gas emissions directly  or is amplified by oceanic low frequency variability, is still a matter of debate. The 
Atlantic Meridional Overturning Circulation (AMOC) is often thought to be a major source of 
decadal/multidecadal variability in the climate system and is believed to contribute to the Atlantic 
multidecadal oscillation (AMO). The AMO has been linked to global and regional climate variability, and 
a recent analysis of observed centennial records (1910-2008) suggests a significant correlation between 
the AMO and Arctic SAT on decadal timescales (Chylek et al. 2009). 
            We study the simulated impact of the Atlantic Meridional Overturning Circulation (AMOC) on 
the low frequency variability of the Arctic climate  with a 1000 year-long segment of a control simulation 
of GFDL CM2.1. The simulated Arctic-averaged climate variability broadly compares well with 
detrended observed centennial data. Simulated Arctic sea-ice extent and Arctic Surface Air Temperature 
(SAT) are found to be significantly anti-correlated on decadal timescales (r = -0.74), similar to 
observations. The AMO which is mainly induced by AMOC variations in the control simulation, is found 
to be significantly anti-correlated with the Arctic sea-ice extent anomaly (r = -0.52) and significantly 
correlated with the area-averaged Arctic SAT anomaly (r = 0.55) on decadal timescales. A positive AMO 
phase is associated with a poleward retreat of the Arctic sea-ice and an increase of the Arctic SAT in the 
control simulation, with the strongest linkages in the Labrador, Greenland, Barents and Bering seas in the 
winter season. This simulated spatial distribution of the reduction of Arctic sea-ice associated with the 
positive AMO phase is similar to the spatial pattern of the recent declining trend in the observed sea-ice 
extent (Figure 1), suggesting the possibility of a role of the AMOC in the Arctic climate in addition to 
anthropogenic greenhouse gas induced warming. A declining AMOC in the next few years, as predicted 
from the AR2 model of its fingerprints, could potentially reduce the rate of decline of the Arctic sea-ice 
by counter-acting the effects of the anthropogenic greenhouse gas induced global warming in the 
Labrador and Nordic Seas. 
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Figure 1: (a) Regression of annual mean (top), winter (middle) and summer (bottom) seasonal average Arctic sea-ice 
concentration (CN) on standardized AMO index. (b) Linear trend (percentage per decade) of observed Arctic sea-ice 
concentration from 1979-2008. 
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Progress Report: Climate Decadal Predictability  
 
Principal Investigator: Rym Msadek (Postdoctoral Fellow) 
 
Other Participating Researchers:  Tom Delworth (GFDL), Keith Dixon (GFDL), Tony Rosati (GFDL) 
 
Task II: Cooperative Research Projects and Education 
 
NOAA Lead Collaborator: Tom Delworth (GFDL) 
 
NOAA Sponsor: Brian Gross (GFDL) 
 
Theme #3:  Earth System Model Applications 
 
NOAA’s Goal #2:  Understand Climate Variability and Change to Enhance Society’s Ability to Plan and 
Respond  
 
Objectives:  Understand the mechanisms of variability of the AMOC at decadal timescales and identify 
the associated potential predictability 
 
Methods and Results/Accomplishments: 
 My work during the past year was mainly focused on the North Atlantic circulation. I  
investigated the mechanisms of variability of the Atlantic Meridional Overturning Circulation (AMOC) 
using outputs of several coupled GFDL models that differ by their model formulation and resolution, both 
in the ocean and the atmosphere. The lower resolution model called CM2.1 was the GFDL climate model 
used for the IPCC AR4 report. In this model, the AMOC exhibits clear multidecadal fluctuations with a 
20-year oscillation period suggesting some potential predictability. I analyzed perfect model predictability 
experiments that had been previously run by the climate variability group at GFDL. I showed that in the 
CM2.1 model the AMOC is potentially predictable up to 20 years. I also showed that surface and 
subsurface signatures of AMOC variations that are accessible to direct measurements have the same 
predictability in the model (Msadek et al. to be submitted). This result is promising for monitoring and 
predicting decadal AMOC fluctuations if the model reflects the real AMOC variations. 
              I also investigated the potential predictability beyond the North Atlantic/European region and 
found that both on regional and global spatial scales the extratropics are more predictable than the tropics 
in the CM2.1 model. The North Pacific shows a much weaker predictability than the North Atlantic, 
which has the largest potential predictability, as suggested in previous model studies (Pohlmann et al. 
2004, Latif et al 2006). A special interest was given to the potential predictability of climate variables that 
have a high societal relevance like indices of heat waves, hurricanes, and tropical precipitations. The 
results showed no predictability on decadal time scales but some potential predictability of some of these 
phenomena over few years, which could still be relevant for users (Msadek et al. in prep). 
               I investigated the mechanisms of variability of the AMOC in two other higher-resolution 
coupled simulations developed at GFDL, including one that is eddy-permitting in the ocean. I found that 
the timescales of variability of the AMOC differ from one model to another, suggesting that the potential 
decadal predictability found in the CM2.1 model might be model dependent. This highlights that the 
origins of decadal variability are not fully understood yet and require further work including comparison 
with other climate models and a better use of the available observations.  
                 Finally, part of my work during the past year had consisted on linking the tropical Atlantic 
variability with the AMOC. In a collaborative work with PMEL/NOAA based on analysis of long-time 
observations we showed that the North Brazil Current transport varies on decadal time scales and is 
coherent with changes in the subpolar gyre. This relationship was also found in the GFDL CM2.1 coupled 
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model and was furthermore related to AMOC fluctuations. This suggests that the observed North Brazil 
current could provide an index for tracking AMOC multi-decadal variations (Zhang et al. in prep). 
 
 References: 
 Pohlmann H, M. Botzet, M. Latif, M. Roesch, M. Wild, and P. Tschuck, 2004: Estimating the 
decadal predictability of a coupled AOGCM, J. Climate, 17, 4463-4472. 
            
             Latif M., M. Collins, H. Pohlmann, and N. Keenlyside, 2006: A review of predictability studies 
of Atlantic sector climate on decadal time scales, J. Climate, 19, 5971-5987. 
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Progress Report: An Increased Seasonal Cycle in Air-Sea CO2 Fluxes over the 21st  
                                       Century in Coupled Climate Models 
 
Principal Investigator: Keith B. Rodgers (Princeton Research Associate) 
 
Other Participating Researchers:  Olivier Aumont (IRD, France), Laurent Bopp (LSCE, France), Jim 
Christiann(CCCMA), John Dunne (GFDL), Thomas Gorgues (IRD, France), Daniele Iudicone (Stazione 
Zoologica A. Dohrn, Italy), Michio Kawamiya (JAMSTEC, Japan), Hideki Okajima (JAMSTEC, Japan), 
and Jorge Sarmiento (Princeton) 
 
Task III: Individual Projects 
 
NOAA Lead Collaborator: John Dunne (GFDL) 
 
NOAA Sponsor: Joel Levy (Ocean Climate Observation Program) 
 
Theme #3:  Earth System Model Applications 
 
NOAA’s Goal #2:  Understand Climate Variability and Change to Enhance Society’s Ability to Plan and 
Respond  
 
Objectives:  The objective of this work is to use models to contribute to the eventual expansion of the 
detection network in place for ocean uptake of carbon dioxide.  
 
Methods and Results/Accomplishments: 
 A new Observing System simulation Experiment (OSSE) was initiated to test the idea that 
detection of the uptake of anthropogenic carbon by the ocean over the 21st century will require resolving 
the seasonal cycle in sea surface delta-pCO2 with measurements.  To this end, we have evaluated the 
response of four coupled ocean/atmosphere climate models that include the ocean carbon cycle under 
IPCC scenario runs.  The results have been compared to the signal found for model runs where there is 
only an 1860-control climate (natural variability for stationary 1860 conditions).  The main result is that 
the atmospheric transient signal in air-sea CO2 fluxes projects differently onto summer and winter 
conditions in the extratropics.   This difference manifests itself as a large increase in the seasonal cycle for 
both delta-pCO2 and air-sea CO2 fluxes.  The hanges in winter tend to be significantly larger than the 
changes in summer.  The large increase in seasonality is common to the four coupled carbon/climate 
models considered thus far.  However, the models exhibit significant difference in both their background 
pre-anthropogenic activity and their response to the anthropogenic climate perturbation. 
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Progress Report: Using Models to Improve our Ability to Monitor Ocean Uptake 
 
Principal Investigator: Keith B. Rodgers (Princeton Research Associate) 
 
Other Participating Researchers:  Robert M. Key (Princeton), Anand Gnanadesikan (GFDL), Jorge L. 
Sarmiento (Princeton), Olivier Aumont (IRD, France), Laurent Bopp (LSCE, France), Scott C. Doney 
(WHOI), John P. Dunne (GFDL), David M. Glover (WHOI), Akio Ishida (JAMSTEC, Japan), Masao 
Ishii (MRI, Japan), Andrew R. Jacobson (CIRES), Claire Lo Monaco (LOCEAN, France), Ernst Maier-
Reimer (MPI, Germany), Herlé Mercier (LPO, France), Nicolas Metzl (LOCEAN, France), Fiz F. Pérez 
(CSIC, Spain), Aida F. Rios (CSIC, Spain), Rik Wannikhof (NOAA), Patrick Wetzel (MPI, Germany), 
Christopher D. Winn (Hawaii Pacific University), and Yasuhiro Yamanaka (Hokkaido University) 
 
Task III: Individual Projects 
 
NOAA Lead Collaborator: Anand Gnanadesikan (GFDL) 
 
NOAA Sponsor: Joel Levy (Ocean Climate Observation Program) 
 
Theme #3:  Earth System Model Applications 
 
NOAA’s Goal #2:  Understand Climate Variability and Change to Enhance Society’s Ability to Plan and 
Respond  
 
Objectives:  The objective of this research was to identify mechanisms controlling the natural variability 
of carbon in the ocean.  This is part of a longer-term objective of reducing estimates of the ocean uptake 
of anthropogenic CO2 by the ocean.   
 
Methods and Results/Accomplishments: 
 This study used observations and ocean models to identify mechanisms driving large seasonal to 
interannual variations in dissolved inorganic carbon (DIC) and dissolved oxygen (O2) in the upper ocean.  
We began with observations linking variations in upper ocean DIC and O2 inventories with changes in 
the physical state of the ocean.  Models were subsequently used to address the extent to which the 
relatioships derived from short-timescale (6 months to 2 years) repeat measurements are representative of 
variations over larger spatial and temporal scales.   
            The main new result is that convergence and divergence (column stretching) attributed to 
baroclinic Rossby waves can make a first-order contribution to DIC and O2 variability in the upper ocean.  
This results in a close correspondence between natural variations in DIC and O2 column inventory 
variations and sea surface height (SSH) variations over much of the ocean.  Oceanic Rossby wave activity 
is an intrinsic part of the natural variability in the climate system and is elevated even in the absence of 
significant interannual variability in climate mode indices.  The close correspondence between SSH and 
both DIC and O2 column inventories for may regions suggests that SSH changes (inferred from satellite 
altimetry) may prove useful in reducing uncertainty in separating natural and anthropogenic DIC signals 
(using measurements from Climate Variability and Predictabilitys CO2/Repeat Hydrography program). 
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Progress Report:      Linking Land Models with Top Down Estimates of the Carbon 
Budget: Combining Atmospheric Observations, Land and Ocean 
Models to Understand the Global Carbon Cycle 

 
Principal Investigator: Jorge L. Sarmiento (Princeton University) 
 
Other Participating Researchers: Ni Golaz, Claudie Beaulieu, Keith B. Rodgers, Richard D. Slater and 
Joseph Majkut (Princeton University), Anand Gnanadesikan (NOAA-GFDL), Andy Jacobson (CIRES) 
 
Task III: Individual Projects 
 
NOAA Lead Collaborator: James Butler (ESRL) 
 
NOAA Sponsor: James Butler (ESRL) 
 
Theme #3:  Earth System Model Applications 
 
NOAA’s Goal #2:  Understand Climate Variability and Change to Enhance Society’s Ability to Plan and 
Respond  
 
Objectives:  Over the past year, the Sarmiento group has been a participant in the NACP site synthesis 
project and has been developing tools to aid in the interpretation of atmospheric CO2 and ∆14C data 
collected by the NOAA-ESRL Carbon Cycle and Greenhouse Gases group and to support NOAA-ESRL 
efforts to estimate fluxes of CO2 to the atmosphere through CarbonTracker and other modeling and data 
analysis projects.  This work has focused on three major areas: (1) Analysis of the terrestrial carbon cycle 
using single site simulations of the dynamic vegetation land model LM3V, jointly developed at GFDL 
and Princeton University; (2) Detailed analysis of CO2 time series data at Mauna Loa and other long 
running stations to understand variability and trends in the global terrestrial carbon sink; and (3) Ocean 
model simulations of CO2 and ∆14C to improve estimates of ocean carbon fluxes and gain a better 
understanding of the ocean carbon cycle and its possible climate change feedbacks. 
 
Methods and Results/Accomplishments:  
 Analysis of the estimated terrestrial carbon flux between 1960 and 2007 reveal that the global 
carbon cycle appears to have undergone a shift around 1988/89, which shows a possible increase in both 
the atmospheric growth rate and the net land uptake of CO2 (Sarmiento et al., 2009).  Ocean models 
suggest that ocean uptake leveled off after ~1989/90 instead of increasing as expected, implying that the 
ocean cannot account for the shift in atmospheric growth rates. It is implied that the atmospheric growth 
rate must have decreased by about 0.53±0.02 PgC yr-1.  To better understand the uncertainties in the 
causes and magnitudes of ecosystem carbon fluxes and hence ecosystem carbon storage over land, we are 
currently participating the NACP site synthesis analysis, as a joint effort to reduce the uncertainty in 
future climate projections.  To achieve this goal, we need to quantify the measurement and modeling 
uncertainty at the scale of individual sites.  A single site model was developed from the global dynamic 
vegetation land model LM3V and is being applied to 36 sites chosen from the AmeriFlux and Fluxnet 
Canada eddy covariance flux networks because the ecological and physical processes at these sites are 
well understood.  Detailed observations of surface energy and carbon fluxes, local weather conditions, 
biomass and many other important parameters are available at these sites, including latent and sensible 
heat flux, soil moisture and temperature.  These are the important variables to the water and energy cycles 
which are closely associated with the carbon cycle.  The single site LM3V was forced by gap filled local 
observational data at each site with the time step set to match the local report, either every 30 minutes or 
every 60 minutes.  We repeated each local weather driver data during spin-up until the slow response 
prognostic variables reach steady state, including an analytical approximation to accelerate the soil carbon 
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equilibrium (Shevliakova et al., 2009).  We are currently processing the output with specific netCDF 
format and standard nomenclature to meet the site synthesis requirements so the final data can be 
submitted to NACP for multiple model and observation comparisons. 
 Another task is underway to develop a post-processing tool to compare LM3V output with the 
Carbon Tracker simulation data set from NOAA/ESRL, and to investigate the model sensitivity to 
parameter settings and to external forcing. 
 In related work, Claudie Beaulieu has been working on developing a change point methodology 
to detect shifts in the growth rate of atmospheric CO2 and in the CO2 net land uptake.  This method allows 
one to determine the type of shift (shift in the mean, in the variance or in the parameters of a regression 
model), when it occurs exactly and to estimate its magnitude with its associated uncertainty.  In this 
approach, the net land flux was estimated as the balance of components of the carbon budget such as the 
fossil fuel emissions, the atmospheric growth rate computed from Mauna Loa measurements and the 
oceanic uptake from several ocean models (to reflect the uncertainties in the temporal variability of 
oceanic uptake).  The change point method is being applied to NOAA-ESRL measurements to detect 
shifts in CO2 concentrations, in the atmospheric growth rate of CO2 and in the net land uptake of CO2 at 
several atmospheric observing stations to verify whether this change is occurring in several regions and if 
there is a latitudinal gradient in the time the shift occurs.  Furthermore, the possibility that the shift can be 
explained by ENSO mechanisms and/or by the volcanic eruptions is being tested. 
 As an extension of our earlier work with radiocarbon, work is currently underway to produce 
simulations of the bomb-transient era using forced ocean model simulations in conjunction with an 
atmospheric transport model.  Our previous work established the first-order role of variations in winds 
over the Southern Ocean winds in driving multi-decadal variations in atmospheric 14C.  Consistent with 
our investigation of the pre-anthropogenic era, the new work is using air-sea fluxes of 12CO2 and 14CO2 
from the ocean model as a lower boundary condition for the atmospheric transport model.  An important 
sensitivity currently under investigation is the sensitivity of the simulated atmospheric 14C variations to 
the choice of reanalysis fluxes to forced both the ocean and atmospheric transport model.  Currently we 
are investigating the sensitivity to the use of NCEP, ERA-40, and CORE. 
 
References: 
 Le Quéré, C. et al., (2007), Saturation of the Southern Ocean CO2 Sink Due to Recent Climate 
Change, Science, 316, doi: 10.1126/science.1136188. 
 Shevliakova, E., S. W. Pacala, S. Malyshev, G. C. Hurtt, P. C. D. Milly, J. P. Caspersen, L. T. 
Sentman, J. P. Fisk, C. Wirth, and C. Crevoisier (2009), Carbon cycling under 300 years of land use 
change: importance of the secondary vegetation sink, Global Biogeochem. Cycles, 23, GB2022, doi: 
10.1029/2007GB003176. 
 
Publications: 
   Sarmiento J. L., M. Gloor, N. Gruber, C. Beaulieu, A. R. Jacobson, S. M. Fletcher, S. Pacala, 
and K. Rodgers (2009), Trends and regional distributions of land and ocean carbon sinks, Biogeosciences 
Discussions, Vol. 6, pp 10583-10624, 12-11-2009. 
 
Papers in preparation: 
 Beaulieu C. and J. L. Sarmiento, On the usefulness of the informational approach for change 
point detection in climate research, in preparation, 2010. 
 Beaulieu C., J. L. Sarmiento and A. Jacobson, Change point analysis of the CO2 atmospheric 
growth, in preparation, 2010. 
 Rodgers, K.B., S.E. Mikaloff Fletcher, E. Galbraith, J.L. Sarmiento, A. Gnanadesikan, T. 
Naegler, J.L. Sarmiento, and R.D. Slater, Atmospheric radiocarbon as a proxy for past changes in  
Southern Ocean winds, in preparation for Nature Geosciences, 2010.    

104



 Rodgers, K.B., D. Bianchi, E. Galbraith, A. Gnanadesikan, D. Iudicone, S.E. Mikaloff Fletcher, 
J.L. Sarmiento, and R.D. Slater, The Southern Ocean as mechanism for atmospheric and oceanic 
radiocarbon variations on centennial timescales, in preparation for the Journal of Climate, 2010. 
 

105



Progress Report: Development and Application of the GFDL Earth System Modeling  
                                       Capabilities: Terrestrial Carbon Cycling 
 
Principal Investigator: Elena Shevliakova (Associate Research Scholar) 
 
Other Participating Researchers:  Ronald J. Stouffer (GFDL), Stephen W. Pacala (PU), Sergey 
Malyshev (PU),  Chris Milly (USGS), Lori T. Sentman (GFDL), George C. Hurtt (UNH), Lars Hedin 
(PU), Stefan Gerber  (PU)  and  other members of  the GFDL Earth System Model Development Team 
and the GFDL Atmospheric Model Development Team 
 
Task II: Cooperative Research Projects and Education 
 
NOAA Lead Collaborator: Ronald J. Stouffer (GFDL) 
 
NOAA Sponsor: Brian Gross (GFDL) 
 
Theme #3: Earth System Model Applications  
 
NOAA’s Goal #2:  Understand Climate Variability and Change to Enhance Society’s Ability to Plan and 
Respond  
 
Objectives:  The development of Earth system models, their validation (or otherwise), comparison against 
observations, simulation and understanding of present climate and the present earth system. The use of 
Earth system models to study the processes associated with long term climate change and variability, and 
to make predictions of the future state of the earth system.  
 
Methods and Results/Accomplishments: 
 In preparation for the fifth IPCC Assessment Report (AR5), the NOAA GFDL has developed a 
suite of new models including the High Resolution Atmospheric Model (HIRAM), a new physical climate 
model (CM3), and two interactive climate-carbon Earth System Models (ESMs, ESM2M and ESM2G). 
These models will be used to explore the effects of human activities (e.g. land use and fossil fuel 
emissions) on the climate system and the carbon cycle.  All four models have a new land component, 
LM3, which includes vegetation dynamics and carbon cycling modules originally developed for the 
LM3V model (Shevliakova et. al. 2009) and the new hydrology and soil physics modules.  
The integration of LM3 into CM3 and ESMs and their evaluation was a primary focus of my research in 
2009. Evaluation included analysis of biological characteristics (e.g. vegetation types, NPP, fire, carbon 
stores distribution) and physical characteristics (e.g albedo, top of the atmosphere radiative balance, 
global mean surface temperature) in several dozens of experiments. Since the fall 2009 these models have 
been running in a “production mode” – experiments to simulate control 1860, historic (1860-2005) and 
future (2005-2100-2300) climate change and vegetation responses.  A manuscript describing the new 
LM3 model is currently under preparation (Milly et al., in prep).  It appears that GFDL's  ESMs will be 
one of  a few models in AR5 that simulate both vegetation dynamics and the full set of land-use scenarios 
including wood harvesting.  
            In addition, I have collaborated with other scientists on the following projects and contributed to 
joint papers/presentations: 
- development of the coupled carbon–nitrogen land model LM3V-N(Gerber et al, 2010); 
- “optimal” timing for initialization of land-use scenarios in the GFDL ESMs (Sentman et al, in prep); 
- land-use scenario harmonization between Integrated Assessment Models and Earth System Models 
(Hurtt et al, 2009); 
- nitrogen down-regulation of CO2 fertilization in tropical forests (Keel et al, 2009); 

106



- simulation of historical CO2 fluxes in the coupled atmosphere-land model (AM2-LM3V+prescribed 
SSTs)(Malyshev et al, 2009); 
- a successful proposal to NSF to establish an Integrated Network for Terrestrial Ecosystem Research on 
Feedbacks to the Atmosphere and Climate (INTERFACE) (Dukes et al, 2009) 
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 Shevliakova, E., S. W. Pacala, S. Malyshev, G. C. Hurtt, P. C. D. Milly, J. P. Caspersen, L. T. 
Sentman, J. P. Fisk, C. Wirth, and C. Crevoisier (2009), “Carbon cycling under 300 years of land use 
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doi:10.1029/2007GB003176. 
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doi:10.1029/2008GB003336. 
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period 1500–2100 for IPCC-AR5”. iLEAPS Newsletter. Issue No. 7: 6-8.  
 

107



Progress Report: Regional Climate Studies Using the Weather Research and  
                                       Forecasting Model      
 
Principal Investigator: James A. Smith (Professor, Civil and Environmental Engineering, Princeton)   
 
Other Participating Researchers:  June Yeung (Princeton), Yan Zhang (Princeton), Gabriele Villarini 
(Princeton), Mary Lynn Baeck (Princeton), Leo Donner (GFDL), Tim Marchok (GFDL), Gabe Vecchi 
(GFDL), Tom Knutson (GFDL), Ming Zhao (GFDL) andf  Paul Ginoux (GFDL) 
 
Task III: Individual Projects 
 
NOAA Lead Collaborator: Leo Donner (GFDL) 
 
NOAA Sponsor: Brian Gross (GFDL) 
 
Theme #3:  Earth System Model Applications 
 
NOAA’s Goal #2:  Understand Climate Variability and Change to Enhance Society’s Ability to Plan and 
Respond (60%) 
NOAA’s Goal #3:  Serve Society’s Needs for Weather and Water Information (40%) 
 
Objectives:  The objectives of this project are: 1) to characterize the regional precipitation climatology of 
the eastern US through combined modeling and observational studies and 2) to assess the error structure 
of regional climate model simulations using the Weather Research and Forecasting (WRF) model.  
Analyses focus on urban impacts on precipitation, orographic precipitation mechanisms and lanfalling 
tropical cyclones. 
 
Methods and Results/Accomplishments:   
        Annual maximum peak discharge time series from 572 stations with a record of at least 75 years in 
the eastern United States were used in Villarini and Smith [2010] to examine the climatology of flooding  
from a regional perspective.  The central issues of this study are: i) ``mixtures" of flood peak 
distributions, ii) upper tail properties of flood peaks, iii) scaling properties of flood peaks, iv) spatial 
heterogeneities of flood peak distributions and v) temporal non-stationarities of annual flood peaks.  It is 
shown that landfalling tropical cyclones are an important element of flood peak distributions throughout 
the eastern US, but their relative importance in the ``mixture" of annual flood peaks varies widely, and 
abruptly, in space over the region.   Winter-spring extratropical systems and warm season thunderstorm 
systems also introduce distinct flood peak populations, with spatially varying control of  flood frequency 
distributions over the eastern US.  We examine abrupt changes in the mean and variance of flood peak 
distributions through change-point analyses and temporal trends in the flood peak records through non-
parametric trend tests. Abrupt changes, rather than slowly varying trends, are typically responsible for 
non-stationarities in annual flood peak records in the eastern US and detected change points are often 
linked to regulation of river basins.  Trend analyses for the 572 eastern US gaging stations provide little 
evidence for increasing flood peak distributions associated with human-induced climate change. 
        Case study analyses of Hurricane Isabel (2003) have been completed and used to investigate multiple 
hazards from landfalling tropical cyclones (Lin et al., 2010a). The analyses focus on storm evolution 
following landfall and center on simulations using the Weather Research and Forecasting (WRF) model. 
Hurricane track and intensity during and after landfall are well predicted in the WRF model, although 
storm motion of the simulated storms is slower than the observed storm after landfall. Initial conditions 
have significant effects on the storm development and thus on the associated hazards. Broad features of 
the rainfall distribution associated with storm track and orographic amplification in the central 
Appalachians are well represented in the model simulations. GFDL-initialized simulations produce the 
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best simulations of  rainfall in this case, compared with the Hydro-NEXRAD rainfall fields derived from 
the regional WSR-88D network. The radial distribution in rainfall relative to the center of the circulation 
is not, however, well represented in model simulations. The model simulation captures the azimuthal 
distribution relatively well.  The spatial distribution of the wind field is generally well represented in the 
model simulations. However, the simulated wind maxima are centered along the track rather than to the 
right of the track as observed; the simulations underestimate wind speeds in the right quadrants of the 
storm. Model simulations broadly capture the variability of winds in the near-coastal environment and 
inland. Mesoscale details, especially tied to rainbands, are not captured. Outer rainbands from Isabel 
produced major wind damage and flash flooding in the major urban areas of the region, including 
Richmond VA, Washington D.C. and Baltimore MD.   Storm surge simulations for Chesapeake Bay are 
carried out through a coupled modeling system consisting of WRF and the 2-D, depth-averaged 
hydrodynamic model, ADCIRC. Storm surge at the lower Chesapeake Bay is accurately represented, but 
simulated storm surge in the upper Bay does not match the features associated with the significant 
flooding damage. Local terrain effects on wind or elevated winds from rainbands may explain the model 
inability to capture the magnitude of coastal flooding in the upper Chesapeake Bay. 
        In Lin et al. [2010b] we apply a model-based risk assessment methodology to investigate hurricane 
storm surge climatology for New York City (NYC). We couple a statistical/deterministic hurricane model 
with the hydrodynamic model SLOSH (Sea, Lake, and Overland Surges from Hurricanes) to generate a 
large number of synthetic surge events.  The SLOSH-model simulations are compared to ADCIRC 
(Advanced Circulation Model) simulations. Statistical analysis on the empirical data is carried out. It is 
observed that the probability distribution of hurricane surge heights at the Battery, NYC, is associated 
with a heavy tail, which determines the risk of New York City being struck by a catastrophic coastal-
flood event. The Peaks-Over-Threshold (POT) method with the Generalized Pareto Distribution (GPD) is 
applied to estimate the upper tail of the surge heights. The resulting return periods of surge heights are 
consistent with those of other studies for the New York area. This storm surge risk assessment 
methodology may be applied to other coastal areas and can be extended to consider the effect of future 
climate change. 
        In Villarini et al. [2010a], we analyze and model time series of annual counts of tropical storms 
lasting more than two days in the North Atlantic basin and US landfalling tropical storms over the period 
1878-2008 in relation to different climate indices. The climate indices considered are the tropical Atlantic 
Sea Surface Temperature (SST), tropical SST, the North Atlantic Oscillation (NAO), and the Southern 
Oscillation Index (SOI). Given the uncertainties associated with a possible tropical storm undercount in 
the pre-satellite era, two different time series of counts for the North Atlantic basin are employed: one is 
the original (uncorrected) tropical storm record maintained by the National Hurricane Center, and one 
with a correction for the estimated undercount associated with a changing observation network. Two 
different SSTs time series are considered (UK Met Office’s HadISSTv1 and NOAA’s Extended 
Reconstructed SST).  Given the nature of the data (counts), a Poisson regression model is adopted. The 
selection of statistically significant covariates is performed by penalizing models for adding extra 
parameters and two penalty functions are used. Depending on the penalty function, slightly different 
models, both in terms of covariates and dependence of the model’s parameter, are obtained, showing that 
there is not a “single best” model. Moreover, results are sensitive to the undercount correction and the 
SST time series.   Although no single model is unequivocally superior to the others, we suggest a very 
parsimonious family of models using as covariates Atlantic and tropical SSTs. 
        The impact of increased greenhouse gases on the frequency of tropical storms in the North Atlantic 
basin has been the subject of intensive investigation. However, whether the number of Atlantic tropical 
storms will increase or decrease in a warmer climate is still heavily debated and a consensus has yet to be 
reached. Using a statistical model, we show in Villarini et al. [2010b] how the disagreement among 
dynamical modeling studies can be largely explained by the large scale sea surface temperature (SST) 
patterns from the different climate models used as well as by the different control and perturbation 
periods used in the various studies. Our results do not support the notion of large changes in tropical 
storm activity in the North Atlantic basin over the 21st century. Thus, the differing model projections 
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reconcile in their sensitivity to relative SST changes, as well as with the observed sensitivity of tropical 
storms frequency to patterns of SST change.  We also model projected changes in US landfalling tropical 
storm activity under different climate change scenarios. 
        We examined the warm season (April-September) rainfall climatology of the northeastern US in 
Yeung et al. [2010] through analyses of  high-resolution radar rainfall fields from the Hydro-NEXRAD 
system and regional climate model simulations using the Weather Research and Forecasting (WRF) 
model.  Analyses center on the 5-year period from 2003 - 2007 and the study area includes the New York 
- New Jersey metropolitan region covered by radar rainfall fields from the Fort Dix, NJ WSR-88D.  The 
broad objective of this study was to develop and test tools for examining rainfall climatology, with a 
special focus on heavy rainfall.  An additional emphasis is on rainfall climatology in regions of complex 
terrain, like the northeastern US, which is characterized by land-water boundaries, large heterogeneity in 
land use and cover, and mountainous terrain in the western portion of the region.   We develop a 5-year 
record of warm season radar rainfall fields for the study region using  ``standard" algorithms.  Similarly, 
we employ a model implementation for regional climate model simulations using conventional physics 
schemes and grid configurations.  Model simulations use two nested domains with horizontal grid 
spacings of 9 km and 3 km.  Analyses focus on the inner domain, which covers a 228 km by 228 km 
region and corresponds with a sub-area covered by the Fort Dix WSR-88D.  Radar rainfall fields are used 
to characterize the interannual, seasonal and diurnal variation of rainfall over the study region and to 
examine spatial heterogeneity of mean rainfall and heavy rainfall.  Regional climate model simulations 
are characterized by an overall wet bias in the rainfall fields, with the largest bias in the high-elevation 
regions of the model domain.  Model simulations do not capture spatial gradients in radar rainfall fields 
around the New York metropolitan region or and land-water boundaries to the east.  We show that model 
simulations do capture broad features of the interannual, seasonal and diurnal variation of rainfall.    The 
model climatology of convective available potential energy (CAPE) is used to interpret the regional 
distribution of warm season rainfall and the seasonal and diurnal variability of rainfall.   We use 
hydrologic and meteorological observations from July 2007 to illustrate the interactions of land surface 
processes and regional rainfall.   
         In Smith et al. [2010a], we examined extreme floods in the Delaware River basin  through analyses 
of a sequence of record and near-record floods during September 2004, April 2005 and June 2006. The 
three flood episodes reflect three principal flood-generating mechanisms in the eastern US: tropical 
cyclones (September 2004); late winter - early spring extratropical systems (April 2005); warm season 
convective systems (June 2006). Extreme flooding in the Delaware River basin is the product of heavy 
rainfall and runoff from high-gradient portions of the watershed. Orographic precipitation mechanisms 
play a central role in the extreme flood climatology of the Delaware River basin and, more generally, for 
the eastern US.  Model simulations of the three storms using the Weather Research and Forecasting 
model capture broad features of the three heavy rainfall episodes, but not the details on orographic 
enhancement of rainfall. Extreme flooding for the 2004 - 2006 events was produced in large measure 
from forested portions of the watershed. Analyses of flood frequency based on annual flood peak 
observations from USGS stream gaging stations with ``long" records illustrate the striking heterogeneity 
of flood response over the region, the important role of landfalling tropical cyclones for the upper tail of 
flood peak distributions and the prevalence of nonstationarities  in flood peak records.  Analyses show 
that change-points are a more common source of nonstationarity than linear time trends. Regulation by 
dams and reservoirs plays an important role in determining change points, but the downstream effects of 
reservoirs on flood distributions is limited.            
        The central Appalachian region has experienced some of the largest rainfall accumulations in the 
world at time intervals less than 6 hours, including the 18 July 1942 Smethport, Pennsylvania storm 
which produced 780 mm in less than 5 hours. The envelope curve of central Appalachian flood peaks at 
“small” drainage areas (less than 1000 sq. km.) is dominated by orographic thunderstorm systems, like the 
Smethport storm. Orographic thunderstorm systems that have produced catastrophic flooding in the 
central Appalachians were examined  in Smith et al. [2010b] through observational and numerical model 
analyses using the Weather Research and Forecasting model. Analyses of cloud-to- ground lightning 
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observations show that there is pronounced spatial heterogeneity of thunderstorm frequency over the 
central Appalachians with local maxima along the eastern and western margins of the region and a local 
minimum in the interior Valley and Ridge physiographic province. Catastrophic flooding along the 
western margin of the central Appalachians is dominated by four storms that occurred on 18- 19 July 
(1889, 1942, 1977 and 1996), which were associated with strong warm season extratropical systems and 
were characterized by rapidly moving storm elements in complex terrain. The tight concentration of 
catastrophic flooding along the western margin of the central Appalachians around 18-19 July is linked to 
the climatology of extratropical cyclones and reflected in the seasonal climatology of cloud-to-ground 
lightning. Along the eastern margin and interior of the central Appalachians, catastrophic flooding is 
linked to four “terrain-locked” orographic convective systems that occurred 17-18 June 1949, 18-19 
August 1969, 27 June 1995 and 11 August 2003. Model simulations of the “Hack and Goodlett” storm 
(June 1949) and “Rapidan Storm” (June 1995) capture broad features of the heavy rainfall distribution for 
the events, but not the extreme rainfall rates associated with terrain-locked convection. Analyses suggest 
that the frequency of catastrophic flooding varies substantially over the central Appalachian region and 
that small-scale variation may be linked to the role of complex terrain in altering thunderstorm dynamics. 
        Observational and numerical model analyses of heavy precipitation and intense convection in the 
New York – New Jersey region have been completed (Zhang et al., [2009] and Ntelekos et al. [2009]).   
Analyses based on the coupled meteorology-chemistry-aerosol version of WRF,WRF-Chem, were used to 
assess the effects of aerosols on intense convective precipitation over the northeastern United States 
(Ntelekos et al., 2009).  Yan Zhang has continued related analyses for the Beijing metropolitan region.  
These analyses will be complted during summer 2010. 
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Progress Report: Improved Hurricane Risk Assessment with Links to Earth System  
                                       Models 
 
Principal Investigator: Erik Vanmarcke (Professor of Civil and Environmental Engineering, Princeton) 
 
Other Participating Researchers:  Ning Lin (Princeton), Siu-Chung Yau (Princeton) 
 
Task III: Individual Projects 
 
NOAA Lead Collaborator: Tim Marchok (GFDL) 
 
NOAA Sponsor: Brian Gross (GFDL) 
  
Theme #3:  Earth System Model Applications 
 
NOAA’s Goal #2:  Understand Climate Variability and Change to Enhance Society’s Ability to Plan and 
Respond (50%) 
NOAA’s Goal #3:  Serve Society’s Needs for Weather and Water Information  (50%) 
 
Objectives:  This project aims to improve existing hurricane risk assessment methodology by constructing 
a stochastic framework within which the main components of hurricane damage and loss prediction are 
consistently modeled, their sensitivity to various climate change scenarios made more readily quantifiable 
and their contribution to the overall uncertainty in near-future loss predictions made more evident.  
 
Methods and Results/Accomplishments: 
 The model comprises (1) a hurricane event module, which predicts hurricane landfall probability; 
(2) a hazard environment module, which describes a multiplicity of hazards associated with landfalling 
hurricanes (e.g., Lin et al, 2010b); and (3) a structural vulnerability module, which estimates the hurricane 
damage, initially only due to wind, to residential neighborhoods (Lin, Vanmarcke and Yau, 2010c, d, e). 
 In the first module, the hurricane landfall probability is modeled in function of the characteristics 
of tropical-cyclone genesis, storm track, and intensity at landfall, based on Poisson random measure 
theory. We identified a methodology to estimate the Poisson parameters from a large number of synthetic 
hurricane tracks, in order to overcome the difficulty of data scarcity as well as account for future climate 
change effects. We worked with Professor Kerry Emanuel of MIT to analyze and apply his synthetic 
tracks (Emanuel et al., 2006 and 2008) to estimate the statistical parameters in our model.  
 We have also been working closely with GFDL (through Timothy Marchok) and Professor James 
Smith of CEE (Princeton) to develop the second module. We investigated the multiple hazards (wind, 
rainfall, storm surge) associated with landfalling hurricanes, through simulations of historical hurricanes 
by using the Weather Research and Forecasting (WRF) model coupled to GFDL's hurricane initialization 
scheme. The effectiveness of current modeling technology to predict hurricane hazards is examined in Lin 
et al. (2008 & 2009a). We applied Prof. Emanuel’s synthetic tracks to storm surge simulation (Fig. 1), 
with the aim of developing methodology to estimate the probability distribution of surge heights in data-
scare regions such as New York City (see Lin, Emanuel, Smith and Vanmarcke, 2010a). The simulation 
results from the WRF/GFDL model were used to validate simplified strategies to make it possible to 
greatly increase the number of simulation runs. 
 The estimation of hurricane event probability and hurricane wind fields is applied to predict 
hurricane wind-related damage risk in the third module. We model the over-threshold wind speed at a 
coastal location of interest with a generalized (heavy-upper-tail) Pareto distribution. A consequence of the 
Poisson-based modeling of hurricane events is that the unconditional distribution of the wind speed 
becomes a generalized extreme value (GEV) distribution (Coles, 2001). We performed statistical testing 
and estimation of these distributions, making use of Prof. Emanuel’s synthetic tracks and wind field 
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model (Emanuel et al., 2006). The probability distribution of wind speeds is then combined with our 
advanced structural vulnerability model (Lin et al., 2008 and 2009b) to predict aggregate annual damage 
and economic losses to coastal residential neighborhoods. The uniqueness of this vulnerability model lies 
in its detailed presentation of the interaction between wind pressure and windborne debris effects, which 
is a major mechanism leading to structural failures during hurricanes (Fig. 2). This vulnerability model is 
also used to evaluate wind loads and structual performance at each time step of a wind-speed series, thus 
accounting for, in addition to the common peak-wind-speed parameter, the effects of the duration and the 
changing directions of strong winds during a hurricane's passage (Fig. 3) (Yau and Vanmarcke, 2010c; 
and Lin and Vanmarcke, 2010d; and Lin et al, 2010e).       
 

                    
        (a)         (b) 

 
Figure 1. Storm surge risk analysis: (a) Ten most intense synthetic storms among a large number of 
simulations (Emanuel et. al., 2006) that make landfall in New Jersey area; (b) Storm tide (m), predicted 
by ADCIRC, at the Battery, New York, due to the most intense synthetic storm in the data set. 
 

       
             (a)               (b) 
 
Figure 2. Structural vulnerability curves without (a) and with (b) debris effects for a study area of 358 
residential houses in Sarasota County, Florida. 
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                             (a)                  (b) 
 
Figure 3. Time histories of damage ratio without (a) and with (b) debris effects for the study area during 
(WRF/GFDL) model simulated Hurricane Charley (2004) landfall. 
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Progress Report: Cooperative Institute for Climate Science Professional Development 
                                       Summer Institute in Weather and Climate  July 6-10, 2009 
 
Principal Investigator: Steven Carson (Princeton Regional Middle School Chemistry Teacher) 
 
Other Participating Researchers:  Andrew Bocarsly, Chemistry (Princeton), Anne Catena, Program in 
Teacher Preparation (Princeton) 
 
Task I: Administration & Outreach 
 
NOAA Sponsor: Brian Gross (GFDL) 
 
Education/Outreach 
 
NOAA’s Goal #2:  Understand Climate Variability and Change to Enhance Society’s Ability to Plan and 
Respond   
 
Objectives: 
In support of the Cooperative Institute for Climate Science’s (CICS) intent to educate society about the 
complexity of understanding and predicting climate and environmental consequences, we designed and 
delivered professional development for New Jersey teachers to improve their students’ understanding of 
earth system modeling.  This work is a collaboration of Princeton University science and education 
professors as well as local educators: Professor Andrew Bocarsly, Chemistry, Princeton University whose 
research focuses on fuel cells as a source of alternative energy; Dr. Steven Carson, formerly of the 
Geophysical Fluids Dynamics Laboratory and currently a middle school science teacher in Princeton 
Township, New Jersey; and Dr. Anne Catena, Program in Teacher Preparation at Princeton University.  
The instructional team also included Heidi Wachtin, an elementary teacher in West Windsor Plainsboro, 
NJ, John Travis, a high school math teacher in Trenton, New Jersey and Jesse Palermo, a  novice K-8 
certified teacher of the Program in Teacher Preparation. 
 
Methods and Results/Accomplishments: 
            The teachers explored the fundamentals of Earth’s climate as a system and the interaction of land, 
ocean and atmosphere.  Issues regarding the greenhouse effect, global warming and the consequences 
change provided the content framework.   Discussions focused on understanding climate change and the 
need to plan remediation in respect to the public’s understanding. The teachers' commented that their 
students have many misconceptions about the greenhouse effect and climate change.  They indicated that 
the material and resources included in this program will impact their own teaching and their students' 
understanding.  Teachers learned strategies to evaluate the current technological and social solutions 
based on alternate energy technologies. The potential of wind and solar energy were considered in respect 
to the current public and policy environment.   
            Thirteen grade 3-8 teachers participated in the seminar representing nine different school districts.  
Teacher serving underrepresented students in urban district comprised over 50% of the participating 
districts. 
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Quest 2009 teachers participating in inquiry-based                Researchers Steve Carson and Andrew Bocarsly 
experiences 
 
Feedback from teachers: 
 
"I am more confident about teaching content, since I have deepened my knowledge." 
  
"This is an engaging and enlightening experience." 
  
"I feel empowered by my new knowledge and more capable to teach." 
  
"No professional development stretches your brain and expands your knowledge this way!" 
  
The faculty is "the best! I couldn't ask for better.  They can adjust to many levels and never make you feel 
deficient." 
  
"I enjoyed listening to interactions and conversations of other teachers, hearing input, and other teaching 
ideas.”  
  
This program ..."made me realize how much I need to learn." 
 

                              
                                 Quest 2009 teachers 
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Progress Report: Workshop: Applying IPCC-Class Models of Global Warming to Fisheries  
                                       Prediction 
 
Principal Investigator: Charles Stock (Research Oceanographer, GFDL), Jorge Sarmiento (Princeton) 
 
Other Participating Researchers:  John Dunne, Anand Gnanadesikan, Kelly Kearney (planning and 
attending), approximately 50 scientists from across the US and other countries attending  
 
Task I: Administration & Outreach 
 
NOAA Lead Collaborator: Charles Stock (GFDL) 
 
NOAA Sponsor: Brian Gross (GFDL) 
 
Education/Outreach 
 
NOAA’s Goal #1:  Protect, Restore, and Manage the Use of Coastal and Ocean Resources through 
Ecosystem-based Management  (75%) 
NOAA’s Goal #2:  Understand Climate Variability and Change to Enhance Society’s Ability to Plan and 
Respond (25%) 
 
Objectives:  Hold a workshop attended by leading living marine resource and climate scientists to 1) 
assess present approaches for using IPCC-class climate models to understand climate impacts on living 
marine resources, 2) identify priority research areas where new developments could greatly increase 
present LMR prediction capabilities, and 3) stimulate the development of new and innovative approaches 
for studying climate change impacts on LMRs by promoting a greater shared understanding between 
climate and LMR scientists of key challenges and uncertainties in each field.  
 
Methods and Results/Accomplishments: 
 The workshop "Applying IPCC-Class Models of Global Warming to Fisheries Prediction" was 
held between June 15-17, 2009 at Princeton University. It was attended by approximately 50 scientists 
from across the United States and from other countries.  Participants included fisheries and living marine 
resource scientists from the NOAA/NMFS regional fisheries science centers, climate scientists and 
modelers from NOAA/OAR laboratories including GFDL, and leading academic scientists.  The first day 
of the workshop featured talks and discussions that established a common baseline understanding of the 
key challenges facing climate and living marine resource scientists faced tasked with assessing the 
impacts of climate change on living marine resources (see website referenced below).  The second day of 
the workshop featured  six case studies of applications of IPCC-class climate model projections to living 
marine resources predictions.  These case studies surveyed a range of approaches presently being used 
and elucidated key limitations of present climate and living marine resource models.  The last day of the 
workshop emphasized areas where new developments may significantly enhance our ability to project the 
response of LMRs to climate change and variability over a broad range of spatial and temporal scales.  
These included the development of robust interannual to decadal-scale climate prediction, comprehensive 
"physics-to-fishers" models, and sustained ocean observing efforts that include physical, chemical, and 
ecological measurements at refined spatial and temporal scales. 
            Following the workshop, 23 participating scientists have collaborated to development a 
comprehensive synthesis paper that captures the scope and main findings of the workshop.  The 
penultimate draft of this paper has been circulated to co-authors for review and should be submitted to 
Progress in Oceanography within the month.  The paper synthesizes salient aspects of living marine 
resource dynamics and models and climate system dynamics and models, emphasizing those aspects that 
shape applications of climate models to LMR prediction.  The case studies presented during the workshop 
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are described and assessed.  Recommended practices for applying IPCC-class climate models to LMR 
projections and priority developments are then discussed before overarching conclusions are drawn. 
 
References: 
 http://www.gfdl.noaa.gov/fisheries-and-climate-workshop      
 
Publications: 
 Stock, C.A., Alexander, M., Bond, N.A., Brander, K.B., Cheung, W., Curchitser, E., Delworth, 
T.L., Dunne, J., Griffies, S.M., Haltuch, M., Hare, J., Hollowed, A.B., Gnanadesikan, A., Lehodey, P., 
Levin, S., Link, J.S., Rose, K.A., Rykaczewski, R., Sarmiento, J.L., Schwing, F., Stouffer, R., Vecchi, G., 
& Werner, C. ((in prep)) On the use of IPCC-class models to assess the impact of climate on living 
marine resources to be submitted to Progress in Oceanography.  
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Progress Report: Spring School on Fundamentals of Climate Dynamics  
 
Principal Investigator:  Geoffrey Vallis (Princeton Faculty) 
 
Other Participating Researchers: I. Held (GFDL), P. Steinhardt (Princeton Physics Faculty) 
 
Task I: Administration & Outreach 
 
NOAA Lead Collaborator: Isaac Held (GFDL) 
 
NOAA Sponsor: Brian Gross (GFDL) 
 
Education/Outreach 
 
NOAA’s Goal #2:  Understand Climate Variability and Change to Enhance Society’s Ability to Plan and 
Respond (100%) 
 
Objectives:  Increase our understanding of the climate system in general, and of the general circulation of 
the atmosphere and ocean. Educate the next generation of scientists.  
 
Methods and Results/Accomplishments: 
 In conjunction with the Princeton Center for Theoretical Science (PCTS), a spring school was 
held on Princeton University’s main campus in May 2009, for about 10 days. The school brought together 
about half a dozen invited distinguished speakers and about 40 students and postdocs from other 
universities, in addition to local participants. The speakers each gave two or three lectures on some aspect 
of climate dynamics. In addition there were more informal discussions and round tables.  
            The school was perceived to be extremely successful, judged by the feedback received from the 
student participants. As well as educating the next generation of NOAA scientists, the school brought 
activities in climate research to a wider audience of physics faculty and students. It is, of course, essential 
that the climate sciences are perceived to be intellectually thriving as well as societally important, in order 
to attract the best and the brightest of the current generation of students. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

120



2009-2010 CICS Publications 
 
Peer Reviewed: 
 
Bromirski P. D., O. V. Sergienko and D. R. MacAyeal (2010). Transoceanic infragravity waves 
impacting Antarctic ice shelves. Geophis. Res. Lett. , 37, L02502, 10.1029/2009GL041488. 
 
Ezer and Oey, 2010: "The role of the Alaskan Stream in modulating the Bering Sea climate," J. Geophys. 
Res., doi:10.1029/2009JC005830. 
 
Farneti, R. and Vallis, G. K., 2009. An intermediate complexity climate model based on the GFDL 
flexible modelling system. Geosci. Model Dev., 2, 73–88. 
 
Farneti, R. and Vallis, G. K., 2009. Mechanisms of interdecadal climate variability and the role of 
ocean-atmosphere coupling. Climate Dynam., pp. DOI 10.1007/s00,382–009– 0674–9. 
 
Farneti, R., T. L. Delworth, A. J. Rosati, S. M. Griffies, and F. Zeng, 2010a: The role of mesoscale 
eddies in the rectification of the Southern Ocean response to climate change.  
J. Phys. Oceanogr., doi:10.1175/2010JPO4353.1. 
 
Ferrari, R., Griffies, S. M., Nurser, G. and Vallis, G. K., 2010. A boundary-value problem for the 
parameterized mesoscale eddy transport. Ocean Modell. doi: 10.1016/j.ocemod.2010.01.004. 
 
Galbraith, E.D., A. Gnanadesikan, J. P. Dunne, and M. R. Hiscock, Regional impacts of iron-light 
colimitation in a global biogeochemical model, Biogeosciences, 7, 1043-1064, 2010. 
 
Ganguly, D., P. Ginoux, V. Ramaswamy, D. M. Winker, B. N. Holben and S. N. Tripathi (2009), 
Retrieving the composition and concentration of aerosols over the Indo-Gangetic basin using CALIOP 
and AERONET data,  Geophys. Res. Lett., 36, L13806, doi:10.1029/2009GL038315.  
 
Ganguly, D., P. Ginoux, V. Ramaswamy, O. Dubovik, J. Welton, E. A. Reid and B. N. Holben (2009), 
Inferring the composition and concentration of aerosols by combining AERONET and MPLNET data: 
comparison with other measurements and utilization to evaluate GCM output,  J. Geophys. Res., 114, 
D16203, doi:10.1029/2009JD011895. 
 
Gerber S., Hedin L.O., Oppenheimer M., Pacala S.W. & Shevliakova E. (2010) Nitrogen cycling and 
feedbacks in a global dynamic land model. Global Biogeochemical Cycles, 24, 
doi:10.1029/2008GB003336. 
 
Gerber, E. and Vallis, G. K., 2009. On the zonal structure of the NAO and annular modes. J. Atmos. Sci., 
66, 332–352. 
 
Goldberg, D., D.M. Holland, and C. Schoof. 2009. Grounding line movement and ice shelf buttressing in 
marine ice sheets, J. Geophys. Res. 114(F04026). 
 
Hallberg, R. and A. Adcroft, 2009: Reconciling estimates of the free surface height in Lagrangian 
vertical coordinate models with mode-split time stepping. subm. Ocean Modelling, 29(1), 
doi:10.1016/j.ocemod.2009.02.008. 
 
Henson, S.A., J.P. Dunne and J.L. Sarmiento (2009), Decadal variability in North Atlantic 
phytoplankton blooms, J. Geophys. Res., 114, C04013, doi: 10.1029/2008JC005139. 

121



Henson, S., D. Raitsos, J. Dunne and A. McQuatters-Gollop (2009), Decadal variability in 
biogeochemical models: Comparison with a 50-year ocean colour dataset, Geophysical Research Letters, 
36, L21601, doi: 10.1029/2009GL040874.  
 
Hoppema, M., A. Velo, S. van Heuven, T. Tanhua, R.M. Key, X. Lin, D.C.E. Bakker, F.F. Perez, A.F. 
Ríos, C. Lo Monaco, C.L. Sabine, M. Álvarez, R.G.J. Bellerby, Consistency of cruise data of the 
CARINA database in the Atlantic sector of the Southern Ocean, ESSD, 2009. 
 
Ilıcak, M., Özgökmen, T. M., Özsoy, E., Fischer, P.F., "Non-hydrostatic modeling of exchange flows 
across complex geometries", Ocean Modelling , 29, 159-175, 2009.  
 
Jutterstrom, S.A, L.G. Anderson, N.R. Bates, R. Bellerby, T. Johannessen, E.P. Jones, R.M. Key, X. Lin, 
A. Olsen, and A. Omar, Arctic Ocean data in CARINA, ESSD, 2009. 
 
Key, R.M., T. Tanhua, A. Olsen, M. Hoppema, S. Jutterstrom, C. Schirnick, S. van Heuven, A. Kozyr, X. 
Lin, A. Velo, D. Wallace and L. Mintrop, The CARINA data synthesis project: Introduction and 
overview, ESSD, 2009. 
 
Kidston, J., S. M. Dean, J. A. Renwick, and G. K. Vallis (2010), A robust increase in the eddy length 
scale in the simulation of future climates, Geophys. Res. Lett., 37, L03806, doi:10.1029/2009GL041615. 
 
Kidston, J., E. P. Gerber (2010), Intermodel Variability of the Poleward Shift of the Austral Jet Stream in 
the CMIP3 Integrations Linked to Biases in 20th Century Climatology. Geophys. Res. Lett., 
doi:10.1029/2010GL042873. 
 
Klymak, J.M., S. Legg and R. Pinkel, 2010: High-mode stationary waves in stratified flow over large 
obstacles, J. Fluid Mech, v 644, 321-336. 
 
Klymak, J.M., and S. Legg, 2010: A simple mixing scheme for models that resolve breaking internal 
waves. Ocean Modelling, doi:10.1016/j.ocemod.2010.02.005. 
 
Koster, RD, SPP. Mahanama, TJ Yamada, G Balsamo, AA Berg,, M Boisserie, PA Dirmeyer, FJ 
Doblas-Reyes, G Drewitt, CT Gordon, Z Guo, J-H Jeong, DM Lawrence, W-S Lee, Z Li, L Luo, S 
Malyshev, WJ Merryfield, SI Seneviratne, T Stanelle, BJJM van den Hurk, F Vitart, and E F Wood 
2010. Contribution of land surface initialization to subseasonal forecast skill: First results from a multi-
model experiment. Geophys. Res. Letts 37, L02402, doi:10.1029/2009GL041677, 2010.  
 
Little, C. M., A. Gnanadesikan, and M. Oppenheimer (2009), How ice shelf morphology controls basal 
melting, J. Geophys. Res., 114, C12007, doi:10.1029/2008JC005197. 
 
Lin, N. and E. Vanmarcke (2010). Windborne Debris Risk Analysis: Part I. Introduction and 
Methodology. Wind and Structures, Vol. 13, No. 2 (special issue on windborne debris), 191-206. 
 
Lin, N., E. Vanmarcke and S.C. Yau (2010). Windborne Debris Risk Analysis: Part II. Application in 
Structural Vulnerability Modeling. Wind and Structures, Vol. 13, No. 2 (special issue on windborne 
debris), 207-220. 
 
Liu, J, DL Mauzerall, LW Horowitz, P Ginoux, AM Fiore.  Evaluating Inter-continental transport of fine 
aerosols:  (1) Methodology, global aerosol distribution and optical depth, Atmospheric Environment, 43 
(28), 4327-4338, 2009. 
 

122



Liu, J, DL Mauzerall, LW Horowitz.  Evaluating Inter-continental transport of fine aerosols:  (2) Global 
Health Impacts, Atmospheric Environment, 43 (28), 4339-4347, 2009. 
 
Lloyd I. D., and G. A. Vecchi, 2010: “Submonthly Indian Ocean Cooling Events and their Interaction 
with Large-Scale Conditions”. Journal of Climate, 23(3), 700-716. 
 
Lloyd, I. D, 2009:  Book review for "The Earthscan reader on Adaptation to Climate Change", Edited by 
E. Lisa, F. Schipper, and Ian Burton.  International Journal of Climate Change: Strategies and 
Management, 1(3). 
 
Lo Monaco, C., M. Álvarez, R. M. Key, X. Lin, T. Tanhua, B. Tilbrook, D. C. E. Bakker, S. van Heuven, 
M. Hoppema, N. Metzl, A. F. Ríos, C. L. Sabine and A. Velo, Assessing internal consistency of the 
CARINA database in the Indian sector of the Southern Ocean, ESSD, 2009. 
 
Magi, B.I. (2009), Chemical apportionment of southern African aerosol mass and optical depth, Atmos. 
Chem. Phys., 9, 7643-7655. 
 
Magi, B.I., P. Ginoux, Y. Ming, and V. Ramaswamy (2009), Evaluation of tropical and extratropical 
Southern Hemisphere African aerosol properties simulated by a climate model, J. Geophys. Res., 114, 
D14204, doi:10.1029/2008JD011128. 
 
Marshall, D. and A. Adcroft, 2010: Parameterization of ocean eddies: potential vorticity mixing, 
energetics and Arnold's stability theorem. Ocean Modelling, 32, doi:10.1016/j.ocemod.2010.02.001. 
 
Ntelekos, Alexandros A. , James A. Smith, Leo J. Donner, Jerome D. Fast, William I. Gustafson Jr., 
Elaine G. Chapman and Witold F. Krajewski, The Effects of Aerosols on Intense Convective 
Precipitation in the Northeastern US,  Q. J. R. Meteorol. Soc., 135, pp. 1367 – 1391, 2009. 
 
Olsen, A., R.M. Key, E. Jeansson, E. Falck, J. Olafsson, S. van Heuven, I. Skjelvan, A.M. Omar, K.A. 
Olsson, L.G. Anderson, S. Jutterstrom, F. Rey, T. Johannessen, R.G.J. Bellerby, J. Blindheim, J. Bullister, 
B. Pfeil, X. Lin, A. Kozyr, C. Schirnick, T. Tanhua and D.W.R. Wallace, Overview of the Nordic Seas 
CARINA data and salinity, ESSD, 2009. 
 
Panday, Arnico K., and Ronald G. Prinn. 2009. “The diurnal cycle of air pollution in the Kathmandu 
Valley, Nepal: Observations.” Journal of Geophysical Research – Atmospheres 114, D09305, doi: 
10.1029: 2008JD009777. 
 
Panday, Arnico, Ronald Prinn, and Christoph Schär. 2009.  “The diurnal cycle of air pollution in the 
Kathmandu Valley, Nepal: Modeling results” Journal of Geophysical Research – Atmospheres 114, 
D21308, doi:10.1029/ 2008JD009808. 
 
Pierrot, D., P. Brown, S. van Heuvan, T. Tanhua, U. Schuster, R. Wanninkhof and R.M. Key, CARINA 
TCO2 Data in the Atlantic Ocean, ESSD, 2009. 
 
Rodgers,K.B., R,M. Key, A. Gnanadesikan, J. L. Sarmiento, O. Aumont, L.Bopp, S. C. Doney, J. P. 
Dunne, D. M. Glover, A. Ishida, M. Ishii, A. R. Jacobson, C. Lo Monaco, E. Maier-Reimer, H. Mercier, 
N. Metzl, F.F. Pe´rez, A. F. Ríos, R. Wanninkhof, P. Wetzel,, C. D. Winn, and Y. Yamanaka, Using 
altimetry to help explain patchy changes in hydrographic carbon measurements, J. Geophys. Res., 114, 
C09013, doi:10.1029/2008JC005183, 2009. 
 

123



Sabine, C.L., M. Hoppema, R. M. Key, B. Tilbrook, S. van Heuven, C. Lo Monaco, N. Metzl, M. Ishii, 
A. Murata and S. Musielewicz, Assessing the internal consistency of the CARINA data base in the Pacific 
sector of the Southern Ocean, ESSD, 2009. 
 
Salzmann, M., Ming, Y., Golaz, J.-C., Ginoux, P. A., Morrison, H., Gettelman, A., Krämer, M., and 
Donner, L. J.: Two-moment bulk stratiform cloud microphysics in the GFDL AM3 GCM: description, 
evaluation, and sensitivity tests, Atmos. Chem. Phys. Discuss., 10, 6375-6446, 2010. 
 
Sarmiento J. L., M. Gloor, N. Gruber, C. Beaulieu, A. R. Jacobson, S. M. Fletcher, S. Pacala, and K. 
Rodgers (2009), Trends and regional distributions of land and ocean carbon sinks, Biogeosciences 
Discussions, Vol. 6, pp 10583-10624, 12-11-2009. 
 
Shevliakova, E., S. W. Pacala, S. Malyshev, G. C. Hurtt, P. C. D. Milly, J. P. Caspersen, L. T. Sentman, 
J. P. Fisk, C. Wirth, and C. Crevoisier (2009) Carbon cycling under 300 years of land use change: 
Importance  of the secondary vegetation sink, Global Biogeochem. Cycles, 23, GB2022, 
doi:10.1029/2007GB003176. 
 
Tanhua, R. R. Steinfeldt, R. Brown, N. Gruber, R. Wanninkhof, F. Perez, P. Kortzinger, A. Velo, U. 
Schuster, S. van Heuven, D. Peirrot, L. Talley, J. Bullister, R.M. Key, I. Stendardo, M. Hoppema, A. 
Olsen, A. Kozyr, C. Schirnick and D.W.R. Wallace, Overview of the North Atlantic CARINA data and 
salinty, ESSD, 2009. 
 
Tanhua, T, P. Brown and R.M. Key, CARINA nutrient data in the Atlantic Ocean, ESSD, 2009. 
 
Tanhua, T., S. van Heuven, R.M. Key, A. Velo, A. Olsen, C. Schirnick, Quality control procedures and 
methods of the CARINA database, ESSD, 2009. 
 
Vallis, G. K. and Farneti, R., 2009. Meridional energy transport in the atmosphere-ocean system: 
Scaling and numerical experiments. Quart. J. Roy. Meteor. Soc., 135, 1643–1660. doi:10.1002/qj.498.  
 
Velo, A., F.F. Perez, P. Brown, T. Tanhua, U. Schuster and R.M. Key, CARINA Alkalinity data in the 
Atlantic Ocean, ESSD, 2009. 
 
Velo, A., Perez, F.F., Lin, X., Key, R.M., Tanhua, T., de lo Paz, M., van Heuven, S., Jutterstrom, S., and 
Ríos, A.F., CARINA pH data, ESSD, 2009. 
 
Villarini, G., and J.A. Smith, Flood peak distributions for the Eastern United States, Water Resources 
Research, doi:10.1029/2009WR008395, 2010. 
 
Villarini, G., G.A. Vecchi, and J.A. Smith, Modeling of the dependence of tropical storm counts in the 
North Atlantic Basin on climate indices, Monthly Weather Review, doi:10.1175/2010MWR3315.1, 2010. 
 
Zhang, Yan, James A. Smith, Alexandros A. Ntelekos, Mary Lynn Baeck, Witold F. Krajewski, and Fred 
Moshary, Structure and Evolution of Precipitation along a Cold Front in the Northeastern US, J. of 
Hydrometerology,  10(5), 1243–1256, 2009. 
 
Zurita-Gotor, P. and Vallis, G. K., 2009. Equilibration of baroclinic turbulence in primitive equation and 
quasi-geostrophic models. J. Atmos. Sci., 66, 837–863. 
 
 
 

124



Ph.D. Thesis: 
 
Aga Smith-Mrowiec, July 6, 2009. Hurricane Intensity in Dry and Moist Atmospheres. Ph.D. Thesis, 
Princeton University. 
 
Fuyu Li, January 7, 2010. Emission, Distribution, and Transport of Mineral Dust in the Southern 
Hemisphere, and the Dust Deposition in Antarctica During Present-Day and the Last Glacial Maximum. 
Ph.D. Thesis, Princeton University. 
 
 
Chapters in Books: 
 
Vallis, G. K., 2009. Mechanisms of climate variability from years to decades. In T. Palmer and P. 
Williams, eds., Stochastic Physics and Climate Modelling, pp. 1–35. Cambridge University Press. 
 
 
Non-Peer Reviewed: 
 
Balaji, 2009: “Pervasive Fault Tolerance'', in Scientific Grand Challenges in Fusion Energy Sciences and 
the Role of Computing at the Extreme Scale, DOE/ASCR Workshop Report. 
 
Donner, Leo and Fang Yuanyuan, Responses of Deep Convection to Global Warming, Geophysical 
Research Abstracts, Vol. 12, EGU2010-0, 2010, EGU General Assembly 2010. 
 
Fiore, A. M., H. Levy II, Y. Ming, Y. Fang, L.W. Horowitz, Interactions between climate and air quality, 
Conference Proceedings from the 30th NATO SPS ITM on Air Pollution Modeling and its Application, 
May, 2009. 
 
Griffies, Stephen, Alistair Adcroft, Ventakramani Balaji, Robert W Hallberg, Sonya Legg, T Martin, 
and A Pirani, et al., February 2009: Sampling Physical Ocean Field in WCRP CMIP5 Simulations: 
CLIVAR Working Group on Ocean Model Development (WGOMD) Committee on CMIP5 Ocean 
Model Output, International CLIVAR Project Office, CLIVAR Publication Series No. 137, 56pp. 
 
Griffies, Stephen, Alistair Adcroft, Anand Gnanadesikan, Robert W Hallberg, Matthew J Harrison, 
Sonya Legg, C.M. Little, M. Nikarushin, A. Pirani, B.L. Samuels, J.R. Toggweiler and G.K. Vallis et 
al., September 2009: Problems and prospects in large-scale ocean circulation models in Ocean Obs. '09, 
21-25 September, Venice, Italy, ESA Special Publication 1-23. 
 
Hurtt GC, Chini LP, Frolking S, Betts R, Feddema J, Fischer G, Klein Goldewijk K, Hibbard K, Janetos 
A, Jones C, Kindermann G, Kinoshita T, Riahi K, Shevliakova E, Smith S, Stehfest E, Thomson A, 
Thornton P, van Vuuren D and Wang YP. (2009).  “Harmonization of global land-use scenarios for the 
period 1500–2100 for IPCC-AR5”. iLEAPS Newsletter. Issue No. 7: 6-8. 
 
Keel, S.G., Gerber S., Shevliakova E., Hedin L.O. (2009), “Resolution of biome-specific CO2 
fertilization effects in terrestrial ecosystems”. 23rd New Phytologist Symposium on Carbon Cycling in 
Tropical Ecosystems, Guangzhou, China. 
 
Key, R.M., Ocean Carbon Dioxide: Observations, Data Management and Data Synthesis projects, 
Climate Process Team meeting, Princeton, NJ, June 2009. 
 

125



Key, R.M., Report from the U.S. Collaboration Panel, CARBOOCEAN Annual Meeting, Bergen, 
Norway, Oct. 2009. 
 
Key, R., M. Hoppema, S. Jutterström, A. Olsen, T. Tanhua and D.W.R. Wallace, The CARINA Data 
Product, PICES Annual Meeting, Invited, Jeju, Korea, Oct. 2009. 
 
Lin, N., Vanmarcke, E. and Marchok, T. (2008). Landfalling Hurricane Simulation and Wind Damage 
Assessment. Proceedings of the 1st American Association for Wind Engineering Workshop, Vail, 
Colorado, USA. 
 
Lin, N., Vanmarcke, E. and M. Oppenheimer (2010b), “Multi-hazard Risk Analysis Related to 
Hurricanes”, Proceedings of the Society for Risk Analysis (SRA) Annual Meeting, Baltimore, MD. 
 
Lenton, A., N. Metzl, L. Bopp, D.C.E. Bakker, A. Olsen, B. Pfeil, C. Sabine, R.M. Key, R.A. Feely, N. 
Lefevre, Y. Nojiri, U. Schuster, V.V.S.S. Sarma, T. Takahashi, B. Tilbrook and R. Wanninkhof, Trends 
in the global evolution of the ocean carbon system since 1991, 8th International Carbon Dioxide 
Conference, Jena, Germany, Sep. 13-19, 2009. 
 
Magi, B.I. and P. Ginoux, A Burning Question That Needs to Be Answered, Poster presentation, 8th 
AeroCom (Aerosol Intercomparison Project) Workshop, October 2009. 
 
Magi, B.I. and V. Naik, Historical Aerosol Emissions, Oral presentation, 8th AeroCom (Aerosol 
Intercomparison Project) Workshop, October 2009. 
 
Magi, B.I., P. Ginoux, Y. Ming, and V. Ramaswamy, The Reality of Simulating the Biomass Burning 
Aerosol over Southern Africa, Poster presentation, NOAA GFDL Laboratory Review, June 2009. 
 
Magi, B.I., Emissions, Seminar presentation, GFDL-NCAR Atmospheric GCM Meeting, April 2009. 
 
Malyshev, S., E. Shevliakova, R. J. Stouffer, L. T. Sentman, G. C. Hurtt, L. P. Chini, S. W. Pacala 
(2009), Simulation of the Human Land Use Influence on the Historic Terrestrial CO2 Fluxes, Eos Trans. 
AGU, 90(52), Fall Meet. Suppl., Abstract B21B-0335. 
 
Manizza, M., M.J. Follows, S. Dutkiewicz, D. Menemenlis, C.N. Hill, R.M. Key, Modeling and 
quantifying the contemporary CO2 sink of the Arctic Ocean (1992-2007), 8th International Carbon 
Dioxide Conference, Jena, Germany, Sep. 13-19, 2009. 
 
Manizza, M., M.J. Follows, S. Dutkiewicz, D. Menemenlis, R.M. Key, and C.N. Hill, Estimating the 
recent ocean CO2 sink in the Arctic: A model study, Ocean Sciences Mtg, Portland, OR, Feb. 22-26, 
2010. 
 
Staehling, E. M.,  I. M. Held, and G. K. Vallis. 2009. Sensitivity to the vertical and meridional structure 
of the meridional temperature gradient in a three-layer quasigeostrophic turbulence model.  Abstract for 
the 17th Conference on Atmospheric and Oceanic Fluid Dynamics, Stowe, Vermont. 
 
Tanhua, T. and the CARINA team, CARINA-Carbon dioxide in the Atlantic Ocean, CARBOOCEAN 
Annual Meeting, Bergen, Norway, Oct. 2009. 
 
Tanhua, T., A. Olsen, M. Hoppema, S. Jutterstrom, C. Schirnick, S. van Heuven, A. Velo, X. Lin, A. 
Kozyr, M. Alvarez, D.C.E. Bakker, P. Brown, E. Falck, E. Jeansson, C. Lo Monaco, J. Olafsson, F.F. 
Perez, D. Pierrot, A.F. Rios, C.L. Sabine, U. Schuster, R. Steinfeldt, I. Stendardo, L.G. Anderson, N.R. 

126



Bates, R.G.J. Bellerby, J. Blindheim, J.L. Bullister, N. Gruber, M. Ishii, T. Johannessen, E.P. Jones, J. 
Kohler, A. Kortzinger, N. Metzl, A. Murata, S. Musielewicz, A.M. Omar, K.A. Olsson, M. de la Paz, B. 
Pfeil, F. Rey, M. Rhein, I. Skjelvan, B. Tilbrook, R. Wanninkhof, L. Mintrop, D.W.R. Wallace, and R.M. 
Key, The CARINA data synthesis project, NDP-091, Carbon Dioxide Information Analysis Center, Oak 
Ridge National Laboratory, Oak Ridge, Tennessee, U.S.A., 20pp, Oct. 2009. 
 
Williams, Dean, et al, 2009: “Extreme Scale Data Management, Analysis, Visualization, and Productivity 
in Climate Change Science'', in Scientific Grand Challenges in Climate Change Science and the Role of 
Computing, DOE/ASCR Workshop Report. 
 
 
  

JI Lead Author 
 

NOAA Lead 
Author 

 
Other Lead Author 

     
   FY09   FY10  FY09  FY10  FY09   FY10 
Peer-reviewed    14     31     2     3     6      21 
Non Peer-reviewed    14     13     2     4     2       7 
Chapters in books     1      1     
Ph.D. Thesis       2     
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CICS Fellows - Princeton University 
 
The CICS Fellows will be principally responsible for carrying out the research proposed under 
this project.  Fellows will be selected by the Executive Committee of the CICS.  The CICS 
Fellows include senior research staff at GFDL and the following faculty members at Princeton 
University: 
 

Lars O. Hedin, Professor of Ecology and Evolutionary Biology and Princeton 
Environmental Institute, a biogeochemist who does research on the terrestrial nitrogen cycle. 
 Sonya A. Legg, Lecturer of Geosciences and Research Oceanographer in the Program of 
Atmospheric and Oceanic Science, who does research on turbulent mixing in the ocean, with 
primary tools being numerical simulation and theory. 
 Michael Oppenheimer, Albert G. Milbank Professor in Geosciences and International 
Affairs, Woodrow Wilson School, an atmospheric chemist who does research on the impacts of 
climate change and also the nitrogen cycle. 

Stephen W. Pacala, Frederick D. Petrie Professor in Ecology and Evolutionary Biology, 
Acting Director of Princeton Environmental Institute, a biogeochemist who does research on the 
terrestrial carbon cycle and is co-Director of the Carbon Mitigation Initiative of Princeton 
University. 
 S. George H. Philander, Knox Taylor Professor in Geosciences, Director of the Program 
in Atmospheric and Oceanic Sciences, who does research on ocean dynamics and paleoclimate. 
 Ignacio Rodriguez-Iturbe, Theodora Shelton Pitney Professor in Environmental Sciences, 
Professor of Civil and Environmental Engineering, who does research on hydrology. 

Jorge L. Sarmiento, George J. Magee Professor of Geosciences and Geological 
Engineering, Director of CICS, a biogeochemist who does research on the ocean carbon cycle 
and biological response to climate change. 

Daniel M. Sigman, Professor of Geosciences, Dusenbury University Preceptor of 
Geological and Geophysical Sciences, a biogeochemist who does research on paleoceanography. 

Eric F. Wood, Professor of Civil and Environmental Engineering, who does research on 
hydrology. 
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ADMINISTRATIVE STAFF 
 
CICS Director 
Jorge L. Sarmiento 
Professor of Geosciences  
Princeton University 
Phone: 609-258-6585 
Fax:  609-258-2850 
jls@princeton.edu 
 
CICS Associate Director 
Geoffrey K. Vallis 
Senior Research Oceanographer, Atmospheric and Oceanic Sciences 
Lecturer with the rank of Professor in Geosciences and Atmospheric and Oceanic Sciences 
Phone: 609-258-6176 
Fax: 609-258-2850 
gkv@princeton.edu 
 
CICS Administrative and Financial Contact 
Laura Rossi 
Manager, Program in Atmospheric and Oceanic Sciences 
Princeton University 
Phone:  609-258-6376 
Fax:  609-258-2850 
lrossi@princeton.edu 
 
CICS Alternative Contact 
Stacey Christian 
Finance-Grants Manager, Princeton Environmental Institute 
Phone:  609-258-7448 
Fax:  609-258-1716 
smecka@princeton.edu 
 
CICS Administrative Assistant 
Joanne Curcio 
Administrative Assistant, CICS 
Phone:  609-258-6047 
Fax:  609-258-2850 
jcurcio@princeton.edu 
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Task I: Administrative Activities and Outreach Supported Personnel 
 
Name Rank Advisor 
   
Bocarsly, Andrew QUEST Lead Teacher - 
Curcio, Joanne Administrative Assistant Sarmiento 
Sarmiento, Jorge L. CICS Director - 
Wachtin, Heidi QUEST Lead Teacher - 
   
Departures – Task II and Task III 
 
Nicholas Bouskill - 11/8/2009 Postdoctoral Fellow LBNL (Lawrence Berkeley National Lab) 
Elan Jack Brookshire - 8/31/2009 Assistant Professor Virginia Polytechnic Institute and State Univ. 
Stephanie Henson - 10/16/2009 NERC Research Fellow National Oceanography Centre, 
Southampton, UK. 
Arnico Panday - 8/27/2009 Research Assistant Professor University of Virginia 
 
Ph.D. Defenses 
Student: Agnieszka Smith-Mrowiec  Advisor: Stephen Garner - July 9, 2009 
Dissertation: Hurricane Intensity in Dry  and Moist Atmospheres 
New York University - Postdoctoral Associate 
 
Student: Fuyu Li  Advisor: V. Ramaswamy - January 7, 2010 
Dissertation: Emission, distribution and transport of mineral dust in the Southern Hemisphere, and 
                      the dust deposition in Antarctica during present-day and the last Glacial Maximum 
Lawrence Berkeley National Laboratory – Postdoctoral Associate 
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Task II: Cooperative Research Projects and Education Supported Personnel 
 
Name Rank Advisor 
   
Adcroft, Alistair Research Oceanographer Ramaswamy 
Balaji, Venkatramani Sr. Prof. Technical Specialist Ramaswamy 
Ballinger, Andrew Graduate Student Lau 
Brookshire, Elan Jack Postdoctoral Research Associate Hedin/Oppenheimer 
Fang, Yuanyuan Graduate Student Vallis 
Farneti, Riccardo Associate Research Scholar Delworth 
Ganguly, Dilip Postdoctoral Research Associate Ramaswamy 
Goldberg, Daniel Postdoctoral Research Associate Sergienko 
Ilicak, Mehmet Postdoctoral Research Associate Hallberg 
Kidston, Joseph Postdoctoral Research Associate Vallis 
Legg, Sonya Research Oceanographer Ramaswamy 
Li, Fuyu Graduate Student Ramaswamy 
Li, Ying Graduate Student Lau 
Little, Christopher Graduate Student Gnanadesikan 
Liu, Junfeng Postdoctoral Research Associate Horowitz 
Liu, Zhengyu Visiting Sr. Research Scientist Ramaswamy 
Lloyd, Ian Graduate Student Lau/Vecchi 
Magi, Brian Postdoctoral Research Associate Ramaswamy 
Mahajan, Salil Postdoctoral Research Associate Zhang 
Malyshev, Sergey Associate Research Scholar Pacala 
Martin, Torge Postdoctoral Research Associate Winton 
Msadek, Rym Postdoctoral Research Associate Delworth 
Nikonov, Serguei Prof. Technical Specialist Balaji 
Nikurashin, Maxim Postdoctoral Research Associate Legg 
Ocko, Ilissa Graduate Student Ramaswamy 
Orlanski, Isidoro Sr. Research Meteorologist Ramaswamy 
O’Rourke, Amanda Graduate Student Vallis 
Panday, Arnico Postdoctoral Research Associate Levy/Horowitz 
Park, Young-Gyu Visiting Research Scholar Gnanadesikan/Legg 
Paynter, David Postdoctoral Research Associate Ramaswamy 
Reid, John Paul Graduate Student Gnanadesikan 
Salzmann, Marc Postdoctoral Research Associate Donner 
Sergienko, Olga Associate Research Scholar Hallberg 
Shevliakova, Elena Associate Research Scholar Pacala 
Spengler, Thomas Postdoctoral Research Associate Held 
Staehling, Erica Graduate Student Held 
Vallis, Geoffrey Sr. Research Oceanographer Ramaswamy 
Venaille, Antoine Postdoctoral Research Associate Vallis 
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Task III: Individual Research Projects Supported Personnel 
 
Name Rank Advisor 
   
Bouskill, Nicholas Postdoctoral Research Associate Ward 
Galbraith, Eric Associate Research Scholar Sarmiento 
Gerber, Stefan Postdoctoral Research Associate Hedin/Oppenheimer 
Golaz, Ni Environ. Modeler & Analyst Sarmiento/Pacala 
Henson, Stephanie Postdoctoral Research Associate Sarmiento 
Hervieux, Gaelle Postdoctoral Research Associate Stock/Curchitser 
Kearney, Kelly Graduate Student Sarmiento 
Key, Robert Research Oceanographer Sarmiento 
Lin, Ning Graduate Student Vanmarcke 
Lin, Xiaohua Senior Research Specialist Key 
Oey, Lie-Yauw Research Oceanographer Mellor 
Palter, Jaime Postdoctoral Research Associate Sarmiento 
Rodgers, Keith Associate Research Scholar Sarmiento 
Yeung, June Graduate Student Smith 
Zhang, Yan Graduate Student Smith 
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Personnel 
Category Number B.S. M.S. Ph.D. 
Faculty 5 1  4 
Research  
Scientist 

6   6 

Visiting  
Scientist 

2   2 

Postdoctoral Research 
Associate 

19   19 

Professional 
Technical Staff 

6  2 4 

Associate Research 
Scholar 

6   6 

Administrative  1 1   
Total (≥ 50% 
support) 

29 1  28 

Graduate  
Students 

15 3 10 2 

Employees that 
receive < 50% NOAA 
funding (not including 
graduate students) 

15  1 14 

Located at the Lab 
(include name of lab) 

GFDL-32  6 26 

Obtained NOAA 
employment within 
the last year 
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CICS FY’10 List of Awards for NA08OAR4320752 
 
Amount PI    Project Title 
 
$    28,633 *9 Jorge L. Sarmiento Administration (Task I) GFDL-Brian Gross 
 
$    11,500 *9   PEI-Anne Catena QUEST (Task I) GFDL-Brian Gross 
 
$    90,000 *5 Jorge L. Sarmiento     Linking Land Models with Top Down Estimates of the  
     Carbon Budget (Task III) ESRL-James Butler 

 
$  159,575 *8  Robert M. Key  Global Carbon Data Management and Synthesis Project 

(Task III) COD-Joel Levy 
 
$    60,000 *7 Keith Rodgers  Using Models to improve our ability to monitor ocean  
     uptake of anthropogenic carbon (Task III) COD-Joel Levy 
 
$    28,000 *6 Lie-Yauw Oey  Collaborative Research: Modeling sea ice-ocean-ecosystem  
     responses to climate changes in the Bering-Chukchi- 
     Beaufort Seas with data assimilation of RUSALCA  
     Measurements (Task III) ARO-John Calder 
 
$  108,659 *9 Lars Hedin  Terrestrial Carbon-Nitrogen Interactions in the Earth System 
  Stephen Gerber   (Task III) GFDL-Brian Gross 
 
$    76,265 *9 James A. Smith Regional Climate Studies Using the Weather Research and  
    Forecasting Model (Task III) GFDL-Brian Gross 
 
$  100,435 *9 Bess B. Ward  Data Comparison for Phytoplankton Community  
     Composition Input to TOPAZ (Task III) GFDL-Brian Gross 
 
$     20,930 *9 Kelly Kearney  Analyzing Links Between Changing Biogeochemistry and  
    Ecosystem Shifts using an End-to-end Ecosystem Model 
    (Task III) GFDL-Brian Gross 
 
$     48,799 *9 Jaime Palter  Water Mass Formation Processes and their Evolution  
    Under  Warming Scenarios in Coupled Climate Models 
    (Task III) GFDL-Brian Gross 
 
$     95,247 *9 Enrique Curchitser Cross-shelf Exchange Processes in the Bering Sea:  

(Rutgers University) Downscaling Climate Models and Ecosystems Implications 
    (Task III) GFDL-Brian Gross  
 
$    13,002 *9 Jorge L. Sarmiento Unallocated (Task III) GFDL-Brian Gross 
 
$4,869,364 *9 Jorge L. Sarmiento Cooperative Research Projects and Education (Task II) 
     GFDL-Brian Gross 
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   Amendment # 5 - $      90,000  Task III Earth System Research Lab-James Butler 
 
   Amendment # 6 - $      28,000  Task III Arctic Research Office-John Calder 
 
   Amendment # 7 - $      60,000  Task III Climate Observations Division-Joel Levy 
 
   Amendment # 8 - $    159,575  Task III Climate Observations Division-Joel Levy 
 
   Amendment # 9 - $ 5,372,834  Geophysical Fluid Dynamics Lab-Brian Gross 
          $      40,133   Task I 
          $4,869,364    Task II 
          $   463,337    Task III 
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